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Financial market forecasting always remains a challenging issue 

due to the nature of the time series data as well the information stock 

prices reflect. Economist takes this data as a linear process whereas the 

soft computing models assume that time-series data is nonlinear, 

complex and dynamic in nature and can be better analyzed through 

nonlinear models. This research paper settles the debate by conducting 

a comparative analysis of traditional forecasting models and soft 

computing models for the trading signals prediction of Pakistan stock 

exchange covering the daily data from 1997 to 2018. Our study is 

unique regarding the target variable it predicts which reflects the overall 

dynamics of the market not just the next period future price. In 

traditional models, we include moving averages as well as 

autoregressive models whereas in soft computing models we take 

artificial neural networks, support vector machines and extreme 

learning machines to have a comprehensive analysis. This comparison 

shows that soft computing models perform better than traditional 

models in trading signals prediction showing non-linear behavior of 

financial time series data. However, amongst all soft computing 

models, the artificial neural network becomes the best predictive model. 

Our results are more convincing as compare to existing literature 

regarding the careful selection of market features, which can help 

investors to better understand market behavior and improve the 

predictive ability of the model. 

Disciplinary: Management Sciences (Financial Science). 

©2020 INT TRANS J ENG MANAG SCI TECH. 

1. INTRODUCTION 
Financial markets are the barometer of any economy. It facilitates international trade, foreign 

investment, institutional investment acting as a part of mutual funds and portfolio management. 

Given their importance, much attention has been given by researchers and academia regarding its 

prediction.  These predictions are then incorporated into financial risk models and developing 
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trading strategies. (Moradi & Rafiei, 2019; Zhong & Enke, 2019). 

As the importance and predictability of financial markets are supported by previous studies 

(Fama, 1965; Malkiel & Fama, 1970) but when it comes to the modeling techniques for forecasting 

there is no consensus. The dispute is much related to the nature of the data financial markets generate. 

The long-term investors are more concerned about the fundamentals of companies like price-earnings 

ratio, revenue, expenses, assets, liabilities, management policy and financial ratio (Lam, 2004). 

Whereas, short-term investors rely on price movements of stock, understanding market behavior 

through different market features (Murphy, 1986). Technicians avoid the analysis of all economic 

factors by focusing on pattern recognition of price considering this information enough for future 

price determination (Hu et al., 2015; Patel et al., 2015; Teixeira & De Oliveira, 2010; Żbikowski, 

2015). Tsinaslanidis and Kugiumtzis (2014) use numerous technical indicators for market analysis 

which is time-series data in nature. Huang et al. (2019) also use different momentum and volatility 

indicators for bitcoin predictive analysis. 

For short-term prediction, traditional forecasting models consider time series data as a linear 

process and apply the smoothening and autoregressive process to predict future price movement 

(Kumar & Murugan, 2013; Lin et al., 2012; Wang et al., 2012). Financial time series are complex, 

nonlinear, dynamic and chaotic. Soft computing models can capture this nonlinear behavior (Cheng 

& Wei, 2014; Huang & Tsai, 2009; Lee, 2009).  Tay and Cao (2001) compare artificial neural 

networks (ANN) and support vector machines (SVM) and confirm their suitability for prediction of 

the stock market. Huang, et al. (2005) use SVM for predicting the directional movement of the 

NIKKIE 225 index. Kara et al. (2011) also employ SVM and ANN for predicting the Istanbul Stock 

Exchange. 

Our work is an addition to existing literature to settle the debate amongst traditional forecasting 

models and soft computing models for trading signals prediction. All the existing literature is related 

to price prediction, completely ignoring the trading signals forecasting that can enlighten investors 

about entry and exist decisions. Secondly, we also focused on the relevant feature selection to 

improve the predictive ability of models and to better understand market behavior. Lastly, our 

analysis confirms the nonlinear and dynamic nature of financial time series data negating the 

assumption of traditional forecasting models. 

2. LITERATURE REVIEW 
In the past ten years, various time series methodologies have been developed for financial market 

forecasting that helps improve investment decisions (Teixeira & De Oliveira, 2010). Traditional 

forecast models and soft computing models are two major approaches (Wang et al., 2011). In both 

modeling approaches, financial data is considered as a time series data which is actually numerical 

observations accumulated in sequential order over a period of time. (Brockwell & Davis, 2009; B. 

Wang et al., 2012). This organization of financial data enables model developers to utilize time series 

tools to understand market behavior (Oliveira & Meira, 2006). Further, these tools pave a way to do 

data mining tasks, such as classification, trend analysis, seasonal effect, cycles and extreme event 

detection (Cryer & Chan, 2008). 

The traditional models involve averages, regression and autoregressive models based on the 

linearity of normally distributed variables (Lin et al., 2012; Wang et al., 2012). In reality, financial 

time series data is dynamic, chaotic, nonlinear and highly volatile which makes its prediction 
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complex as compare to other non-financial time-series data (Vanstone & Finnie, 2009). Financial 

time series inherit these characteristics from economic factors, investor’s sentiments, political events 

and movement of other stock markets (Kara et al., 2011). 

The nature of financial time series data calls for flexible and adaptive models for future price 

prediction (Huang & Tsai, 2009) and soft computing models serve the purpose (Lin et al., 2012). Soft 

computing models, such as artificial neural networks, support vector machine and extreme learning 

machine give better predictions with high accuracy (Lee, 2009). Most of the soft computing models 

can handle nonlinear relations through relevant market features with less statistical assumptions 

(Atsalakis & Valavanis, 2009). Weng et al. (2017) find that soft computing models are appropriate for 

developing rules when using with a rich knowledge database. Zhong and Enke (2017) conclude a 

trading strategy based on classification models yield high returns than the benchmark T-bill strategy. 

Liang et al. (2009) find that the non-parametric model outperforms parametric models in financial 

market forecasting. As soft computing models are self-adaptive and are more tolerant of imprecision 

(Cheng & Wei, 2014). Hence, we investigate whether these findings hold for trading signals 

prediction of Pakistan stock exchange or not. 

3. METHOD 

3.1 DATA 

We use the Pakistan Stock Exchange (KSE-100 index) daily quotes from 7/02/1997 to 

18/07/2018 with the total observations 5168. The data set is bifurcated into a training dataset and 

testing dataset. The training dataset has 3764 observations cover 70% of total observations and the 

testing set has 1404 observations include the remaining 30% of total observation. 

3.2 TARGET VARIABLE “T” 

The target variable T (Equation 1) gives a holistic picture of stock prices by incorporating overall 

dynamics in the following days. This cannot be merely done through price movements, therefore, the 

target variable is defined as the sum of all variation above an absolute value of target margin 𝑥%  

(Torgo, 2011) 

𝑇 = ∑( 𝑣 ∈  𝑉𝑖: 𝑣 > 𝑥% ∨ 𝑣 <  −𝑥%) 
(1) 

where 𝑉𝑖 (Equation 2) is k percentage variation of current close price and the following k days price 

average. 

𝑉𝑖 =  {
�̅�𝑖+𝑗 − 𝐶𝑖

𝐶𝑖
}

𝑗=1

𝑘

 
(2) 

and the daily average price is computed as Equation 3. 

�̅�𝑖 =
𝐶𝑖 + 𝐻𝑖 + 𝐿𝑖

3
 

(3) 

𝐶𝑖 , 𝐻𝑖 𝑎𝑛𝑑 𝐿𝑖 are close, high and low prices for the day i respectively. 

The target variable is T value and develops a model that predicts this value by using the feature’s 
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information that gives three trading actions (sell, hold and buy), this transformation is carried out 

using the values in Equation 4. 

𝑠𝑖𝑔𝑛𝑎𝑙 = {

𝑠𝑒𝑙𝑙 𝑖𝑓 𝑇 < −0.1
ℎ𝑜𝑙𝑑 𝑖𝑓 − 0.1 ≤ 𝑇 ≤ 0.1

𝑏𝑢𝑦 𝑖𝑓 𝑇 > 0.1
 

(4) 

The threshold 0.1 and -0.1 are heuristic and any other value can be used. However, the value 0.1 

is the average of last four days average price that is 2.5% higher than the current close (4x0.025=0.1) 

The only care should be taken is that very high values will generate fewer signals and very small 

values let an investor trade on minor variation, incurring higher risk (Torgo, 2014). 

3.3 INPUT FEATURES 

We use fifteen features (Table 1) as the input of the soft computing model. These features are 

selected from the list of features available in the Technical trading rule package (Ulrich et al., 2018) 

through a random forest technique (Figure 1). 

 

Figure 1: Variable importance according to the random forest. 

 

Table 1: List of Selected Technical Indicators 
Sr. No. Selected Technical Indicators 

1 Average True Range  

2 Average True Range High 

3 Average True Range Low 

4 ATR tr. 

5 ADX (Welles Wilder’s Directional Movement Index) 

6 ADX Dip 

7 ADX Din 

8 ADX DX 

9 Bollinger Bands Down  

10 Bollinger Bands Moving Average 

11 Bollinger Band 

12 Bollinger Band Up 

13 SAR (Parabolic Stop and Reverse) 

14 Run Mean  

15 Run Standard Deviation 

3.4 METHODOLOGY 

This section explains both the traditional and soft computing models used for prediction analysis. 
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3.4.1 TRADITIONAL MODELS 

We first explain the simple moving average, centered moving average, right-aligned moving 

average, exponential weighted moving average then move to autoregressive moving average model. 

Simple Moving Average (SMA) is the average of n prices (Equation 5) where each observation is 

given equal weight. If we take difference of the two of SMA values at times t and t-1, it gives 

Equation 6 and recursive form become as Equation 7 which improves the computational speed of 

SMA in real-life scenarios (Zakamulin, 2017) by reducing total n operations involve in Equation 5 to 

just three mathematical operations (Equation 8) irrespective of the length of averaging window 

length. 

𝑆𝑀𝐴𝑡(𝑛) =
1

𝑛
∑ 𝑃𝑡−𝑖

𝑛−1

𝑖=0

 (5) 

𝑆𝑀𝐴𝑡(𝑛) − 𝑆𝑀𝐴𝑡−1(𝑛) =
𝑃𝑡 − 𝑃𝑡−𝑛

𝑛
 (6) 

𝑆𝑀𝐴𝑡(𝑛) = 𝑆𝑀𝐴𝑡−1(𝑛) +
𝑃𝑡 − 𝑃𝑡−𝑛

𝑛
 (7) 

The Herfindahl index of SMA (Rhoades, 1993) equals  
1

𝑛
 ; hence defining the smoothness of 

SMA(n) as (
1

𝑛
)−1 = 𝑛. The increase in the average window length not only increases its smoothness 

but also increases the average lag time of SMA which is a linear function of smoothness (Equation 9). 

𝐿𝑎𝑔 𝑡𝑖𝑚𝑒(𝑆𝑀𝐴𝑛) =
∑ 𝑖𝑛−1

𝑖=1

∑ 𝑖𝑛−1
𝑖=0

=  
𝑛 − 1

2
 (8) 

𝐿𝑎𝑔 𝑡𝑖𝑚𝑒(𝑆𝑀𝐴𝑛) =
1

2
× 𝑆𝑚𝑜𝑜𝑡ℎ𝑛𝑒𝑠𝑠(𝑆𝑀𝐴𝑛) −

1

2
 (9) 

 

It is quite easy to find a trend and breakthroughs in a trend by looking on historical data 

considering time series data of 𝑃𝑡 as a combination of trend 𝑇𝑡 and an irregular component called as 

noise 𝐼𝑡. Then, an additive model can be written as Equation 10. Noise is a short-lived variation 

around the trend eliminated through centered moving average or other smoothening tools. Any 

average of time series data is computed using a fixed window length that rolls through time. This 

window length is called an averaging period. In case of centered moving average if n is the window 

length then it consists of a center and two halves of length k such that n = 2k + 1. Since centered 

moving average at time t (equation11) removes noise so the value of CMA is the value of trend in the 

given time series data. The window length n is selected keeping in mind the elimination of noise 

(Equation 12) 

𝑃𝑡 = 𝑇𝑡 + 𝐼𝑡 (10) 

𝐶𝑀𝐴𝑡 =
1

𝑛
∑ 𝑃𝑡−𝑖

𝑛−1

𝑖=0

 (11) 
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Tt = 𝐶𝑀𝐴𝑡 (n) (12) 

In real life, an analyst is interested in the forecasting of time series t + 1 given the historical data 

series t (Equation 13). 

𝑅𝑀𝐴𝑡 =
1

𝑛
∑ 𝑃𝑡−𝑖

𝑛−1

𝑖=0

 

(13) 

 

Mathematical comparison of centered moving average and right-aligned moving average (RMA) 

at a given time t leads to the conclusion that 𝑅𝑀𝐴𝑡 is equal to 𝐶𝑀𝐴𝑡−𝑘 (Equation 11). In fact, RMA 

is a lagged version of CMA given the same window length and shares the same properties of CMA. 

Particularly, RMA with longer window length is better at removing noise from the data series but this 

comes with longer lag time. The lag time is given as Equation 15 

𝑅𝑀𝐴𝑡(𝑛) = 𝐶𝑀𝐴𝑡−𝑘(𝑛) (14) 

𝑙𝑎𝑔𝑡𝑖𝑚𝑒 = 𝑘 −
𝑛 − 1

2
 

(15) 

However, the linearly weighted moving average has the drawback that it assigns the same weight 

to all observations ignoring the importance of recent observation in future prediction. This problem is 

addressed by exponential moving average (EMA), using the concept of exponential factor λ 

(Equation 16). The value of λ can be greater than zero and less than or equal to 1. 

𝐸𝑀𝐴𝑡(𝜆, 𝑛) =
∑ 𝜆𝑖𝑃𝑡−𝑖

𝑛−1
𝑖=0

∑ 𝜆𝑖𝑛−1
𝑖=0

 
(16) 

 

Autoregressive Integrated Moving Average (ARIMA) is the most commonly used forecasting 

model amongst traditional forecasting models. It is a generalized version of ARMA (autoregressive 

moving average) when used for differenced data rather than original data series. Orders of AR part 

(p), the difference (d) and MA (q) part specify the ARMA model and the model is said to be of 

order (p,d,q). However, AR and MA are different models for stationary time series and ARMA (and 

ARIMA) is a hybrid form of these two models for a better fit. The steps of building ARIMA models 

are explained as follows. 

Auto Regression (AR) is a class of linear models where the dependent variable is regressed 

against its own lagged values. If 𝑦𝑡 is modeled via the AR process, it is written as Equation 17 

similar to simple linear regression. It has an intercept like term (δ), regressors 𝑦𝑡−𝑖, and parameters 

∅𝑡−𝑖 an error term 𝜀𝑡. The only special thing is that regressors are the dependent variable’s own 

lagged terms. If lag up to p is included in the model, the AR process is said to be of order p. 

𝑦𝑡 = 𝛿 + ∅𝑦𝑡−1 + ∅2𝑦𝑡−2 + ⋯ + ∅𝑝𝑦𝑡−𝑝 + 𝜀𝑡 (17) 

Moving Average (MA) is another class of linear models. In MA, the output or the variable of 

interest is modeled via its own imperfectly predicted values of current and previous times. It can be 

written in terms of error terms as Equation 18. 

 

𝑦𝑡 = 𝜇 + 𝜃1𝜀𝑡−1 + 𝜃2𝜀𝑡−2 + ⋯ + 𝜃𝑞𝜀𝑞−1 + 𝜀𝑡 (18) 
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Again, it has a form similar to classic linear regression. The regressors are the imperfections 

(errors) in predicting previous terms. Here the model is specified with a positive sign for the 

parameters. It is not uncommon where we have a negative sign for the parameters. The model above 

include errors for q lags and said to have an order of q. In the case of differenced data ARIMA (p,d,q) 

become ARMA(p,q) having the mathematical form as Equation 19. 

 

𝑦𝑡 = 𝛿 + ∑ ∅𝑖𝑦𝑡

𝑝

𝑖=1

+ ∑ ∅𝑗𝜀𝑡−𝑗

𝑞

𝑗=1

+ 𝜀𝑡 (19) 

3.4.2 SOFT COMPUTING MODELS 

Artificial Neural Network (ANN) is a nonlinear regression technique and popularly used for 

stock market prediction (Zhiqiang et al., 2013). This field is tracked back to (McCulloch & Pitts, 

1943) mathematical function perceived as a model of biological neural network. This model of the 

neural network comprises three components: weighted inputs that are like synapses in the human 

brain. Adder- The summation of all input signals corresponds to the neuron membrane which 

assembles all electrical charges. Activation function- determines if a neuron has an action potential 

for a specific set of inputs (Algorithm 1). 

 

ALGORITHM 1 Artificial Neural Network 

1. Start with small random weights  

2. Input the data set 

3. For forwarding phase: hidden layer compute activation function of each neuron then 

calculate the activation function of output 

4. For the backward phase: calculate error at the output and at the hidden layers then update 

the weights of both layers 

5. For recall apply the forward phase described in step 3 

When it comes to the interpretation of ANN it’s more like a black box. Therefore, Support vector 

machines (SVMs) apply the concept of margin to solve the problem of ANN. SVM easily separates 

the data by mapping it into high dimensions (Boser et al., 1992). By aiming to maximize the size of 

margin that classifies the objects without any point lying inside. 

 

ALGORITHM 2 Support Vector Machine 

1. Begin with an input data set 

2. Classify the data set 

3. Apply SVM with a different kernel function 

4. Specify hyperplane 

5. Repeat step 3 if obtained accuracy is not obtained 

 

The learning speed of ANN and SVM is slower than what is required because of slow 

gradient-based learning algorithms. Whereas the Extreme Learning Machine (ELM) randomly 

selects hidden nodes and analytically finds the output weights (Algorithm 3). 
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ALGORITHM 3 Extreme Learning Machine 

1. With the training set and activation function and hidden neuron number 

2. Assign random input weights and bias 

3. Compute hidden layer output matrix 

4. Compute the output weights 

4. RESULT AND DISCUSSION 
SMA is computed using sma function () in R package smooth (Tukey) and forecast function () in 

R package forecast (Hyndman et al., 2019). By default, SMA order selection (h) is based on AIC and 

returns the model with the lowest value. Here the order of SMA is 12 giving a good fit shown in 

purple colored line with AIC value of -3151.602. The forecast is done for the next 10 days 

represented after a red cutting line (Figure 2). The forecast trajectory of SMA (12) is not just a straight 

line. This is because the actual values are used in the construction of point forecasts up to h=12 with a 

95% prediction interval. 

 

Figure 2: Simple Moving Average. 

 

Figure 3: Centered Moving Average. 

Centered moving average is computed in R deploying function cma () in package Smooth 

(Svetunkov, 2017) with the argument order equals to “null” to find order based on AIC. In this 
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analysis CMA at order 13 with AIC value, -3896.784 is computed. Our result reveals the basic 

property of a centered moving average that is irrespective of window length, CMA closely follows 

real data pattern (Figure 3). 

The right-aligned moving average is computed by using function rollmean () with argument 

align “right” in R package zoo (Shah, Zeileis, & Grothendieck, 2005). The actual data series is in 

black line and the right aligned moving average is shown by the orange line and the gray line is the 

prediction interval (Figure 4). Overall, the RMA fits well with the pattern of real data. Figure 5 shows 

a magnified version of the forecasted region where the dark shaded area is 80% prediction interval 

and the light shaded area is 95% prediction interval and the predicted blue line lies within the bounds 

of the prediction interval. 

 

Figure 4: RMA and Trading Signals Data. 

We estimate exponential moving average by own code with the lambda optimized at 0.1. The 

method of least square is used to find the optimal value of λ for which the sum of squared errors (SSE) 

is minimized (Čisar & Čisar, 2011).  Table 2, there is an increasing trend in SSE values with the 

higher values of lambda. Whereas most of the packages use lambda value as 0.2 (Lucas & Saccucci, 

1990). Figure 6 illustrates EMA and actual dataset, the black line is the actual data and the orange line 

is EMA whereas the gray line is the predicted interval and EMA is following the actual data set. 

 

Figure 5: Magnified Graph of RMA Forecasted Region. 
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Table 2: The optimized value of Lambda 
λ SSE 

0.1 0.04432 

0.2 0.05035 

0.5 0.05146 

0.7 0.05157 

0.9 0.05157 

 

 
Figure 6: EMA and Actual Data Set. 

Three major steps are followed to make an ARIMA forecast model: (1) Model specification (2) 

Parameter estimation (3) Diagnostics and potential improvement. We first check the stationarity of 

the data by taking differences and keep taking the difference until the series becomes stationary that 

number is d. There are different tools to detect stationarity. Like visual observation of the data plot 

and autocorrelation. After determining d, we can utilize sample PACF (partial autocorrelation) to get 

the AR order p. The lag at which PACF cuts off is the order of AR and the lag at which ACF 

(autocorrelation) cut off is the order q of MA. The trading signal data was not level stationary but its 

first difference stationary as shown in Figures 7 and 8. Next Figures 9 and 10 show the ACF and 

PACF plot of a simulated time series. For the series, the ACF cuts off after lag 1 and PACF also cuts 

off after lag 1. So three potential (p, q) specification would be (1, 0), (0, 1) and (1,1). 

 

Figure 7: Graphical Representation of First Differenced series of Trading Signals. 

 

Since the ACF plot of first difference is better than level stationary graph so the series is 

stationary at first difference. We further investigate it with unit root test KPSS in R package urca 

(Pfaff et al., 2016). The value of the test statistic is 0.0039 so the series is first differenced stationary. 

Once we determine the orders, the next step is to find the parameters. Commonly used techniques are 
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Figure 8: Autocorrelation Plot of Original Trading Signals Series. 

 

 
Figure 9: Autocorrelation Plot of First Differenced Trading Signals Series. 

 

 

Figure 10: Partial Autocorrelation Plot of First Differenced Trading Signals Series 

least-square, maximum likelihood, method of moments. R package forecast (Hyndman & Khandakar, 

2007) use the maximum likelihood method. After developing the model, we check the model 

adequacy through diagnostics. 

The original plot shows clear nonstationarity. The ACF does not cuts off, rather it shows a slow 
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decrease. On the other hand, the first difference data looks much stationery. The ACF cuts off after 

some lags. We can perform another formal test to test the stationarity of the differenced data. But here 

from the plot of the original data and the ACF plot provide a good indication that the differenced data 

is stationary. Since it took one differencing to get stationarity, here d=1. The values of p and q, which 

is the order of AR and MA part is determined through the plots of ACF and PACF that makes three 

models,  ARIMA(0,1,1), ARIMA(1,1,0) and ARIMA(1,1,1). 

4.1 MODEL BUILDING AND DIAGNOSTIC 
We develop three ARIMA models with orders as proposed earlier. We bifurcate the data into a 

70:30 ratio. The total number of observations is 5151, the training data set has 3606 observations and 

the testing dataset has the remaining 1545 observations. For estimation purposes, R package Forecast 

(Hyndman & Khandakar, 2007) and package Metrics (Hamner et al., 2018) are deployed. 

In Figure 11, the forecasts for the next 10 days are plotted as a blue line, where 80% prediction 

interval is shown in dark shaded area and 95% prediction interval as a light shaded area. If there is no 

autocorrelation between forecast errors then the model cannot be improved. In Figure 12, spike 2, 4, 7 

and then 10 is out of the significance bounds. We carry out a unit root test where KPSS has the value 

of the test statistic 0.0287 confirming the evidence of non-zero correlation. The forecast errors in 

Figure 13 represents a more or less normal distribution. 

 
Figure 11: Ten days Forecast. 

 

 
Figure 12: ACF Plot of Residual ARIMA (1, 1, 1). 

 

The model selection among the above tested traditional models is based on AIC values. Table 3 

shows that all AIC values are in negative means that the likelihood at the maximum was > 1 and 

algebraically lower AIC is selected rather than the absolute value of AIC which in our case is ARMA 

(1,1,1) with AIC value -3923.65 and precision value 0.1333. Right-aligned averages and the 
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exponentially weighted average has no reported value of AIC. 

 
Figure 13: Histogram of Residual ARIMA (1, 1, 1). 

 

Table 3: Comparison of Traditional Model  
Model AIC 

SMA -3151.602 

CMA -3896.784 

RMA Null 

EMA Null 

ARMA(0,1,1) -3680.29 

ARMA(1,1,0) -2611.42 

ARMA(1,1,1) -3923.65 

 

Table 4: Comparison of Soft Computing Model. 
Technique Activation function Precision Score 

ANN ReLU 0.6311 

Tanh 0.5836 

Sigmoid 0.5945 

SVM Polynomial 0.5265 

Radial Basis  0.4830 

Tanh 0.4950 

ELM Sigmoid 0.5000 

ReLU 0.4285 

Tanh 0.4410 

 

The ANN is applied in package nnet of R. The feed-forward ANN model has three layers: input, 

hidden and output. ANN model utilized in this study employs the sigmoid, tanh and ReLU activation 

function. The network has 15 input neurons that correspondents to the 15 selected input technical 

indicators through the random forest (Table 1). The output layer has a predicted signal. All 

parameters are fixed for this ANN. The network is trained on 70% data and tested on the remaining 

30% of the data set. The highest precision score is 0.6311 with activation function ReLU. SVM is 

estimated against three activation functions which are, polynomial, tanh and radial basis with the 

highest precision value 0.5265 in polynomial activation function. ELM is applied using function 

elm_train() and elm_predict(). The number of hidden nodes is 10, three activation functions ReLU, 

sigmoid and tanh are used and the input layer has 15 selected input technical indicators. The highest 

precision value is 0.5000 with activation function sigmoid. The soft computing models ANN gives 

the highest precisions score with activation function ReLU for KSE-100 trading signal data as shown 
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in Table 4. The analysis of traditional econometric techniques only ARMA (1,1,1) is the best model 

but the precision score is quite low (Table 5). These results are in line with previous studies (Hsu, 

Lessmann, Sung, Ma, & Johnson, 2016; Rojas et al., 2008) which also assert the better predictive 

performance of soft computing models over traditional models. 

 

Table 5: Comparison of Best Traditional Model and Best Soft Computing Model 
Model Type Model Precision Score 

Traditional Model ARMA(1,1,1) 0.1333 

Soft Computing Model ANN 0.6311 

5. CONCLUSION 
This study brings forward the unsettled debate in the literature about modeling techniques for 

trading signals prediction. We cover a vast range of models from moving averages to autoregressive 

models and then soft computing models. Our detailed analysis finds the best of the traditional models 

and best of soft computing models but soft computing models perform better than traditional 

forecasting models for trading signals prediction. These findings are important for traders who can 

forecast trading signals on the basis of the soft computing model rather than the traditional model. 

Our analysis also confirms the non-linear behavior of time series financial data which can be better 

handled through the soft computing model. 

6. AVAILABILITY OF DATA AND MATERIAL 
Data can be made available by contacting the corresponding authors 
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