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Abstract 
An effective method called Ensemble of Multi-objective Search space 
enhanced Modified Whale Optimization Algorithm (EMSMWOA) was 

used to solve the high dimensionality reduction problem in microarray data 
classification. In EMSMWOA, multiple SMWOA, evidential reasoning 
approach, and ensemble algorithm were utilized to choose the most 
important features, choose the optimal solution for feature selection from 
the Pareto-optimal set and generate optimal features respectively. The 
selected features were processed in different classifiers for microarray cancer 
detection. This work focuses on the computational complexity of classifiers 
also cut down by selecting features and samples of microarray data 
simultaneously using SMWOA. It also enhances the accuracy classification. 
After choosing the most relevant features and samples in every iteration, the 
Pareto optimal problem because of using the multiple objectives in SMWOAs 
is solved by applying the evidential reasoning approach. Finally, the best 
feature and sample subset are selected by applying the ensemble algorithm 
among multiple SMWOA that has various sizes of population and maximum 
iteration count. The results of SMWOA are ensemble depends on the mutual 
information in-between feature, sample, and class.  The preferred features 
and samples are given as input to different classifiers for microarray cancer 
detection.  The experiment proves the proposed SFSS-EMSMWOA method is 
improved on the basis of accuracy, precision, specificity, sensitivity, F1-score 
and also with average error than EMSMWOA in four different datasets for 
microarray data classification. 

Disciplinary: Computer Sciences & Knowledge Management Systems, 
Medicine & Health Technology, Biomedical & Bioinformatics. 

©2021 INT TRANS J ENG MANAG SCI TECH. 

Cite This Article: 
Sathya. M., Priya, S. M. (2021). Simultaneous Feature and Sample Selection Using Ensemble Multi-objective 

Search Space Enhanced Modified Whale Optimization Algorithm. International Transaction Journal of 
Engineering, Management, & Applied Sciences & Technologies, 12(6), 12A6C, 1-14.  
http://TUENGR.COM/V12/12A6C.pdf   DOI: 10.14456/ITJEMAST.2021.108 



 

 

http://TuEngr.com Page | 2 
 

1 Introduction 
Functional genomics requires extracting knowledge from vast collections from different 

biological studies (Dash, 2020).  One form of the large-scale experiment includes simultaneously 

tracking the expression degree of thousands of genes in a single disease. The work focuses on the 

analysis of gene expression. The possibilities of microarray technologies as well as the volume of 

data or inputs produced are immense. The technology of microarray is one of several biologists’ 

essential methods for tracking large-scale genome expression. The latest work has shown that the 

classification of microarray data methods was used for the diagnosis of diseases. These statistics 

are derived and obtained in the context of variations in gene expression from tissue samples. 

The huge volume of research evidence poses several problems for the scientist to retrieve 

valuable knowledge by utilizing conventional methods in data mining. Very often, these data are 

asymmetrical. The volume of genes (or features) is millennium but the total sampling is generally 

lesser or considerably over than a hundred. Such analysis with these aspects reduces the 

performance of the classifiers and boosts the computational cost. Therefore, traditional classifiers 

on asymmetrical data are extremely difficult to use. So, dimension reduction is essential for 

microarray data analysis. Techniques of feature selection are put in use for reduction of 

dimensionality (Peng et al., 2010; Kumar et al., 2015) of microarray data. 

Particle Swarm Optimization (PSO), Sathya et al. (2019) discussed a technique of feature 

selection which was used to decrease the dimensionality and the most relevant features are 

selected by microarray data. The features selected are given as input to the classifiers Naive Bayes 

(NB).  Support Vector Machine (SVM) is used for the classification of microarray data. However, 

sometimes PSO has a slow convergence problem. A Modified Whale Optimization Algorithm 

(MWOA) (Sathya et al., 2020) was proposed one choose the most relevant features from microarray 

data. Even though, the MWOA improved in terms of dimensionality reduction in the microarray 

cancer dataset, the MWOA will get struck into local optima and degrades the cancer detection 

accuracy. 

To resolve this issue and to equalize the exploration and also exploitation abilities of 

MWOA, Search space enhanced MWOA (SMWOA) (Dancey et al., 2012) was proposed where non-

linear dynamic strategy and Levy-flight strategy were used for feature selection. But, SMWOA may 

trap in the Pareto-optimal problem because of using multiple objectives in it. This problem was 

resolved by proposing the Ensemble of Multi-objective SMWOA (EMSMWOA) (Kuo et al., 2004) 

method. 

In this article, microarray data dimensionality is cut down and the efficiency of the classifier 

is enhanced further by selecting the features and samples simultaneously using EMSMWOA. The 

Pareto optimal problem during the selection of features and samples of microarray data is solved by 

applying the evidential reasoning approach in the selected features and samples. After the 

selection of optimal features and samples, the ensemble algorithm is processed to select the final 

feature and sample subset based on the mutual findings. Finally, features selected along with 
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samples are given as input to the different classifiers used for microarray detection of cancer. 

Hence, the simultaneous selection of features and samples from microarray data degrades the 

computational complexness of classifiers and also enhances the accuracy classification. This whole 

process is named Simultaneous Feature and Sample Selection using EMSMWOA (SFSS-

EMSMWOA). 

2 Literature Review 
Bolón-Canedo et al. (2015) developed a feature selection method to classify the microarray 

data. Based on a vertical distribution, the microarray data were distributed by features. After the 

distribution of the data, a merge procedure is performed that updates the feature subset based on 

the enhancement in the classification accuracy. This method is appropriate only for huge datasets. 

Bonilla-Huerta et al. (2015) did a hybrid framework to select appropriate features and 

classify the DNA microarray data. The hybrid framework used different classifiers for microarray 

data classification. And also computational complexity of this framework is high.  

Mollaee et al. (2016) proposed an ensemble schema based on ensemble schema for the 

classification of microarray data. SVM was used to categorize the mapped features. However, the 

proper choice of the kernel function in SVM is more difficult. 

Tang et al. (2016) proposed a feature selection approach based on microarray data according 

to the mutual information. This method is based on two strategies relevant to hiking and feature 

interaction improves microarray data classification. However, sometimes the computational 

complexity of this approach is high.  Seijo-Pardo et al. (2016) presented an ensemble for feature 

selection that combines feature ranking. The individual rankings are integrated with various 

aggregation methods and a working subset of features chooses a data complexity means that is 

inverse of Fisher discriminant ratio. However, the performance is influenced by a threshold value. 

Sun et al. (2016) presented a global dimensionality reduction method for microarray data. 

This method is processed according to the semi-definite programming model that minimizes the 

redundancy in the feature by using the quadratic programming model also maximizing relevant 

feature. In a semi-definite programming model, every feature had one constraint order that 

restricts the fitness or wellness function of the feature selection problem. The Lagrange multiplier 

is used for measurement proxy which finds the relevant features and these features are utilized in 

different classifiers, these features are utilized to classify or divide the microarray data. However, 

the strike of this method decides the threshold value selection process. 

Wang et al. (2017) presented a feature selection method for the identification of cancer from 

microarray gene expression data. Despite it has confined by the demand to find on search space 

that is fit for better classification accuracy beyond past learning of datasets. Ke et al. (2018) used 

Score-based Criteria Fusion feature selection (SCF) for gene microarray data. SCF has combined 

ranking methods of two features through the evaluation of association among classes together with 

features. The selected features are processed in SVM and K-Nearest Neighbor (KNN) for cancer 

prediction. However, the assignment of the weighted parameter in SCF is a complex task. 



 

 

http://TuEngr.com Page | 4 
 

Ebrahimpour et al. (2018) proposed a technique for high dimensional microarray data 

classification. The cooperating coevolution technique for large-scale feature selection (CCFS) 

algorithm split the dataset vertically in an unplanned way. With the principal theory of 

coevolution, the solution space has gained with a filter criterion in the objective function via a 

binary gravitational search algorithm. However, the computational complexity is high. 

Brankovic et al. (2018) introduced a distributed feature selection algorithm according to the 

distance correlation for the classification of microarray data. It uses an approach called distance 

correlation (dCor) as a principle of dependency of estimated class in feature subset. However, this 

algorithm has a slow convergence problem. Kang et al. (2019) presented methods to choose the 

features and classify the tumor. Initially, the collected tumor dataset was normalized using a z-

score. Relaxed Lasso and tumor multi-class support vector machines were used for feature selection 

in discriminative feature genes. However, it is not more suitable for the sparse dataset. 

Wang et al. (2019) planned a method for feature selection and classification of microarray 

gene expression cancers. Along with the uniqueness of the planned method, multiple 

dimensionalities of the population were designed which can locate the feature selection issue and 

do not need the desired count of features. However, the computational time of BCO-MDP is high. 

(Yan et al. 2019) used a feature selection algorithm called Binary Coral Reef Optimization (BCRO) 

to select the most important features from the microarray dataset. Along with exploitation, and 

exploration BCRO would be a way enhanced in terms of fusing with strategies based on local search 

or Algorithm of swarm intelligence. 

Cao et al. (2019) built a multi-objective feature selection model via distributed parallel 

algorithm. But, there may be chances for raising the conflicts between the multiple objectives.  Zare 

et al. (2019) planned a supervised feature selection algorithm using Singular Value Decomposition 

(SVD) and matrix factorization for classification of microarray datasets. However, training for 

supervised learning requires a lot of computation time. Mazumder et al. (2019) proposed a method 

for the classification of microarray cancer data. It continued by taking the feature-feature 

redundancy. 

3 Proposed Methodology  
The area is planned with SFSS-EMSMWOA is described in detail for microarray cancer 

detection. The overflow of this proposed work is shown in Figure 3. 

3.1 Simultaneous Feature and Sample Selection from the Microarray 
Dataset 

Considering a crossover operator, the Quadratic Interpolation (QI) selects the best search 

agents for feature selection 𝑋𝑋𝑓𝑓∗ = �𝑥𝑥1𝑓𝑓∗ ,𝑥𝑥2𝑓𝑓∗ , …𝑥𝑥𝑛𝑛𝑓𝑓∗ � and other two parents 𝐴𝐴𝑓𝑓 = �𝑎𝑎1𝑓𝑓, 𝑎𝑎2𝑓𝑓, … 𝑎𝑎𝑛𝑛𝑓𝑓�,𝐵𝐵𝑓𝑓 =

�𝑏𝑏1𝑓𝑓,𝑏𝑏2𝑓𝑓, …𝑏𝑏𝑛𝑛𝑓𝑓� and then generate a new solution 𝑋𝑋𝑓𝑓 = �𝑥𝑥1𝑓𝑓,𝑥𝑥2𝑓𝑓, … 𝑥𝑥𝑛𝑛𝑓𝑓� to choose the most relevant 

features from a microarray dataset. At the same time, assume a crossover operator QI selects the 

best search agents for sample selection 𝑋𝑋𝑠𝑠∗ = (𝑥𝑥1𝑠𝑠∗ , 𝑥𝑥2𝑠𝑠∗ , … 𝑥𝑥𝑛𝑛𝑠𝑠∗ ) and other two parents 𝐶𝐶𝑆𝑆 =
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(𝑐𝑐1𝑠𝑠 , 𝑐𝑐2𝑠𝑠, … 𝑐𝑐𝑛𝑛𝑠𝑠),𝐷𝐷𝑠𝑠 = (𝑑𝑑1𝑠𝑠,𝑑𝑑2𝑠𝑠 , … 𝑑𝑑𝑛𝑛𝑠𝑠) and then generate a new solution 𝑋𝑋𝑠𝑠 = (𝑥𝑥1𝑠𝑠,𝑥𝑥2𝑠𝑠, … 𝑥𝑥𝑛𝑛𝑠𝑠) to choose 

the most relevant features from a microarray dataset. The new solution for feature selection and 

sample selection are given as 

𝑥𝑥𝑖𝑖𝑓𝑓 = 0.5 ×
�𝑎𝑎𝑖𝑖𝑖𝑖

2 −𝑏𝑏𝑖𝑖𝑖𝑖
2 �×𝑓𝑓�𝑋𝑋𝑖𝑖

∗�+�𝑏𝑏𝑖𝑖𝑖𝑖
2 −𝑎𝑎𝑖𝑖𝑖𝑖

2 �×𝑓𝑓�𝐴𝐴𝑖𝑖�+�𝑥𝑥𝑖𝑖𝑖𝑖
∗2−𝑎𝑎𝑖𝑖𝑖𝑖

2 �×𝑓𝑓�𝐵𝐵𝑖𝑖�

(𝑎𝑎𝑖𝑖−𝑏𝑏𝑖𝑖)×�𝑏𝑏𝑖𝑖
2−𝑥𝑥𝑖𝑖

2�+�𝑏𝑏𝑖𝑖
2−𝑎𝑎𝑖𝑖

2�×𝑓𝑓(𝐴𝐴)+�𝑥𝑥𝑖𝑖
∗2−𝑎𝑎𝑖𝑖

2�×𝑓𝑓(𝐵𝐵) ,∀𝑖𝑖 =  1,2, … 𝑛𝑛   (1), 

𝑥𝑥𝑖𝑖𝑠𝑠 = 0.5 × �𝑐𝑐𝑖𝑖𝑖𝑖
2−𝑑𝑑𝑖𝑖𝑖𝑖

2 �×𝑓𝑓(𝑋𝑋𝑖𝑖∗)+�𝑑𝑑𝑖𝑖𝑖𝑖
2 −𝑐𝑐𝑖𝑖𝑖𝑖

2 �×𝑓𝑓(𝐶𝐶𝑆𝑆)+�𝑥𝑥𝑖𝑖𝑆𝑆
∗2−𝑐𝑐𝑖𝑖𝑖𝑖

2 �×𝑓𝑓(𝐷𝐷𝑆𝑆)
(𝑐𝑐𝑖𝑖𝑖𝑖−𝑑𝑑𝑖𝑖𝑖𝑖)×�𝑑𝑑𝑖𝑖𝑖𝑖

2 −𝑥𝑥𝑖𝑖𝑖𝑖
2 �+�𝑑𝑑𝑖𝑖𝑖𝑖

2 −𝑐𝑐𝑖𝑖𝑖𝑖
2 �×𝑓𝑓(𝐶𝐶𝑆𝑆)+�𝑥𝑥𝑖𝑖𝑖𝑖

∗2−𝑐𝑐𝑖𝑖𝑖𝑖
2 �×𝑓𝑓(𝐷𝐷𝑆𝑆) ,∀𝑖𝑖 =  1,2, …𝑛𝑛     (2). 

In Equations (1) and (2), 𝑓𝑓�𝑋𝑋𝑓𝑓∗�,𝑓𝑓(𝐴𝐴𝑓𝑓) and 𝑓𝑓(𝐵𝐵𝑓𝑓) are the fitness values for feature selection at 

𝑋𝑋𝑓𝑓∗,𝐴𝐴𝑓𝑓  and 𝐵𝐵𝑓𝑓 respectively, 𝑓𝑓(𝑋𝑋𝑠𝑠∗),𝑓𝑓(𝐴𝐴𝑠𝑠) and 𝑓𝑓(𝐵𝐵𝑠𝑠) are the fitness values for sample selection at 𝑋𝑋𝑠𝑠∗,𝐴𝐴𝑠𝑠 

and 𝐵𝐵𝑠𝑠 correspondingly and 𝑖𝑖 denotes the 𝑖𝑖-th dimension.  The fitness value of feature selection is 

𝑓𝑓�𝑋𝑋𝑓𝑓� = 𝐼𝐼𝐼𝐼�𝑋𝑋𝑓𝑓� + 𝑐𝑐𝑎𝑎𝑐𝑐𝑑𝑑𝑖𝑖𝑛𝑛𝑎𝑎𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐�𝑋𝑋𝑓𝑓�  𝑎𝑎𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐�𝑋𝑋𝑓𝑓�      (3). 

The fitness value of sample selection is given as 

𝑓𝑓(𝑋𝑋𝑠𝑠) = 𝐼𝐼𝐼𝐼(𝑋𝑋𝑠𝑠) − 𝑐𝑐𝑎𝑎𝑐𝑐𝑑𝑑𝑖𝑖𝑛𝑛𝑎𝑎𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐(𝑋𝑋𝑠𝑠) +    𝑎𝑎𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐(𝑋𝑋𝑠𝑠) (4). 

In Equations (3) and (4), 𝐼𝐼𝐼𝐼�𝑋𝑋𝑓𝑓� is the information measure of each feature in the new 

solution 𝑋𝑋𝑓𝑓, 𝐼𝐼𝐼𝐼(𝑋𝑋𝑠𝑠) is the information measure of each sample in the new solution 𝑋𝑋𝑠𝑠, 

𝑐𝑐𝑎𝑎𝑐𝑐𝑑𝑑𝑖𝑖𝑛𝑛𝑎𝑎𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐�𝑋𝑋𝑓𝑓� is the proportion of the total features, there in the dataset to the features present 

in the subset, 𝑐𝑐𝑎𝑎𝑐𝑐𝑑𝑑𝑖𝑖𝑛𝑛𝑎𝑎𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐�𝑋𝑋𝑓𝑓� is the proportion of the total samples present in the dataset to the 

samples present in the subset, 𝑎𝑎𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐�𝑋𝑋𝑓𝑓� is the classifier accuracy on a classifier with the 

features selected and 𝑎𝑎𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐�𝑋𝑋𝑓𝑓� is the accuracy of the classifier is done by the select samples. 

 
Figure 1: Overflow of SFSS-EMSMWOA. 
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The current best search agent 𝑅𝑅𝑓𝑓∗(𝑅𝑅𝑠𝑠∗) for feature selection (sample selection) in the quadratic 

crossover considers a leading role, to discover the global optimum solution for feature selection is 

done by the search agents and sample selection. The implementation of QI is in the exploitation 

phase to preserve the population diversity by enhancing the exploitation capability of SMWOA. 

Quadratic crossover and the spiral-shaped path are two components exploitation phase of SMWOA. 

To tradeoff between two components, a uniformly distributed parameter is used, the spiral-shaped 

path method is used when the probability is less than 0.6 for feature and sample selections are 

𝑋𝑋𝑓𝑓(𝑐𝑐 + 1) = 𝐷𝐷𝑓𝑓′ × 𝑒𝑒𝑏𝑏𝑏𝑏 × cos(2𝜋𝜋𝑐𝑐) + 𝑋𝑋𝑓𝑓∗(𝑐𝑐) (5), 

𝑋𝑋𝑠𝑠(𝑐𝑐 + 1) = 𝐷𝐷𝑠𝑠′ × 𝑒𝑒𝑏𝑏𝑏𝑏 × cos(2𝜋𝜋𝑐𝑐) + 𝑋𝑋𝑠𝑠∗(𝑐𝑐) (6). 

In Equations (5) and (6), 

𝐷𝐷𝑓𝑓′ = �𝑋𝑋𝑓𝑓∗(𝑐𝑐) − 𝑋𝑋𝑓𝑓(𝑐𝑐)�        (7), 

𝐷𝐷𝑠𝑠′ = |𝑋𝑋𝑠𝑠∗(𝑐𝑐) − 𝑋𝑋𝑠𝑠(𝑐𝑐)|         (8). 

In Equations (7) and (8), 𝐷𝐷𝑓𝑓′  means the distance among the 𝑖𝑖-th whale along with the best 

solution (optimal features) got so far if there is a better solution, each iteration will be updated, 𝐷𝐷𝑠𝑠′ 
shows the distance between 𝑖𝑖-th whale along with the best solution (optimal samples) attained, the 

update will be done in each iteration until a better solution is found, 𝑐𝑐 -> current iteration, |. | -> the 

absolute value operation, × gives an element-by-element multiplication, the constant is describing 

by 𝑏𝑏the shape of a logarithmic spiral and 𝑐𝑐 is a random number which ranges from -1 to 1. The 

position of the whales is updated by quadratic crossover when the probability is greater than 0.6. 

SMWOA uses Levy Flight (LF) that is used to avoid or escape from local optima problems by 

promoting the diversity of the population. A step size escaped the LF jumping of the design domain 

is changed. It is described as 

𝐿𝐿𝑒𝑒𝐿𝐿𝑐𝑐𝑓𝑓 = 𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟 �𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒�𝐷𝐷𝑓𝑓��⨁𝐿𝐿(𝛽𝛽)~ 0.01

|𝑣𝑣|
1
𝛽𝛽�𝑋𝑋𝑖𝑖𝑖𝑖−𝑋𝑋𝑖𝑖

∗�
 (9), 

𝐿𝐿𝑒𝑒𝐿𝐿𝑐𝑐𝑠𝑠 = 𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟(𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒(𝐷𝐷𝑠𝑠))⨁𝐿𝐿(𝛽𝛽)~ 0.01

|𝑣𝑣|
1
𝛽𝛽(𝑋𝑋𝑖𝑖𝑖𝑖−𝑋𝑋𝑖𝑖∗)

     (10). 

In Equations (9) and (10), 𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟(. ) denotes the random function, 𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒�𝐷𝐷𝑓𝑓� denotes the 

scale of the feature selection problem, 𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒(𝐷𝐷𝑠𝑠) denotes the scale of the sample selection problem, 

𝐿𝐿(𝛽𝛽) is the Levy distribution and 𝛽𝛽 -> index. Every whale position is renewed by 

𝑋𝑋𝑓𝑓(𝑐𝑐 + 1) = 𝑋𝑋𝑓𝑓(𝑐𝑐) + 1
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠) × 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟 − 0.5)⨁𝐿𝐿𝑒𝑒𝐿𝐿𝑐𝑐𝑓𝑓       (11), 

𝑋𝑋𝑠𝑠(𝑐𝑐 + 1) = 𝑋𝑋𝑠𝑠(𝑐𝑐) + 1
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠) × 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟 −  0.5)⨁𝐿𝐿𝑒𝑒𝐿𝐿𝑐𝑐𝑠𝑠        (12). 

In Equations (11) and (12), 1/𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐(𝑐𝑐) denotes a parameter related to the current iteration 

number 𝑐𝑐, also 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐(𝑐𝑐) represents the operation of square root. The exploration phase of SMWOA is 

expressed as 
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𝑋𝑋𝑓𝑓(𝑐𝑐 + 1) = �
𝑋𝑋𝑓𝑓(𝑐𝑐) + 1

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠) × 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟 − 0.5)⨁𝐿𝐿𝑒𝑒𝐿𝐿𝑐𝑐𝑓𝑓 , 𝑖𝑖𝑓𝑓 𝑝𝑝 < 0.5

𝐷𝐷𝑓𝑓′ × 𝑒𝑒𝑏𝑏𝑏𝑏 × 𝑐𝑐𝑟𝑟𝑠𝑠(2𝜋𝜋𝑐𝑐) + 𝑋𝑋𝑓𝑓∗(𝑐𝑐), 𝑖𝑖𝑓𝑓 𝑝𝑝 ≥ 0.5    
 (13), 

 

𝑋𝑋𝑠𝑠(𝑐𝑐 + 1) = �
𝑋𝑋𝑠𝑠(𝑐𝑐) + 1

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠) × 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑐𝑐𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑟𝑟 − 0.5)⨁𝐿𝐿𝑒𝑒𝐿𝐿𝑐𝑐𝑠𝑠 , 𝑖𝑖𝑓𝑓 𝑝𝑝 < 0.5

𝐷𝐷𝑠𝑠′ × 𝑒𝑒𝑏𝑏𝑏𝑏 × 𝑐𝑐𝑟𝑟𝑠𝑠(2𝜋𝜋𝑐𝑐) + 𝑋𝑋𝑠𝑠∗(𝑐𝑐), 𝑖𝑖𝑓𝑓 𝑝𝑝 ≥ 0.5
        (14). 

A non-linear control parameter is used to control a perfect harmony among exploration and 

also exploitation. The presence of multiple objectives generally gives rise to a family of non-

dominated solutions called the Pareto-optimal solution. It can be solved by a final solution set that 

considers various objective functions such as specificity, sensitivity, Area Under Curve (AUC), and 

relative distance for effective feature selection and sample selection.  To achieve high classification 

accuracy, an ensemble algorithm is applied in which the results of multiple SMWOA are ensembled 

using mutual information between feature, samples, and class. When common features and 

samples are chosen by all SMWOA that features and samples are chosen without using a greedy 

search algorithm and entered into the optimal feature and sample subset. The method measures 

feature-class, feature-feature, sample-class, sample-sample mutual information and chooses 

features which has maximal feature-class mutual information and minimal feature-feature mutual 

information. Samples are selected which have maximum sample-class mutual information and 

minimal sample-sample mutual information.  

Pseudo code of SFSS-EMSMWOA 

Step 1: The whale population is initialized by𝑋𝑋𝑖𝑖(𝑖𝑖 = 1,2,3, …𝑛𝑛), 𝑟𝑟𝑎𝑎𝑥𝑥𝑖𝑖𝑠𝑠𝑠𝑠. 

Step 2: Each whale randomly selects the features and samples of microarray dataset. 

Step 3: Compute the fitness of each search agent using Equations (3) and (4).  

Step 4: Assign the best search agent to 𝑋𝑋𝑓𝑓∗ and 𝑋𝑋𝑠𝑠∗ 

Step 5: while (𝑐𝑐 < 𝑟𝑟𝑎𝑎𝑥𝑥𝑖𝑖𝑠𝑠𝑠𝑠) 

Step 6: if (𝑝𝑝1 < 0.5) 

Step 7: if (|𝑇𝑇| < 1) // 𝑇𝑇 is the vector coefficient  

Step 8: The current search agent position is updated using Equations (11) and (12). 

Step 9: else if (|𝑇𝑇| ≥ 1) 

Step 10: Select random search agents 𝑋𝑋𝑠𝑠𝑎𝑎𝑛𝑛𝑑𝑑_𝑓𝑓 and 𝑋𝑋𝑠𝑠𝑎𝑎𝑛𝑛𝑑𝑑_𝑠𝑠 for feature selection and sample selection  

Step 11: The current search agent position is updated by Equation (15) and Equation (16) 

𝑋𝑋𝑓𝑓(𝑐𝑐 + 1) = 𝑋𝑋𝑠𝑠𝑎𝑎𝑛𝑛𝑑𝑑_𝑓𝑓 − 𝑇𝑇 × 𝐷𝐷𝑓𝑓   (15) 

𝑋𝑋𝑠𝑠(𝑐𝑐 + 1) = 𝑋𝑋𝑠𝑠𝑎𝑎𝑛𝑛𝑑𝑑_𝑠𝑠 − 𝑇𝑇 × 𝐷𝐷𝑠𝑠     (16) 

Step 12: end if  

Step 13: else if (𝑝𝑝2 ≥ 0.6) 

Step 14: The current search agent position is updated by Equations (5) and (6). 

Step 15:  else if (𝑝𝑝2 ≥ 0.6) 
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Step 16: The current search agent position is updated by Equations (1) and (3). 

Step 17: end if  

Step 18: end if 

Step19: end for  

Step 20: The fitness of each search agent is computed by using Equations (3) and (4). 

Step 21: Update 𝑋𝑋𝑓𝑓∗ and 𝑋𝑋𝑠𝑠∗ if there is a better solution  

Step 22: 𝑐𝑐 + + 

Step 23: end while  

Step 24: return 𝑋𝑋𝑓𝑓∗ and 𝑋𝑋𝑠𝑠∗ 

Step 25: Process 𝑁𝑁 number of SMWOA with different populations and a maximum number of iteration to 
choose the optimal features and samples from the microarray dataset.  

Step 26: Process evidential reasoning approach to choose the optimal solution for feature selection and 
sample selection from the Pareto-optimal set. 

Step 27: Choose the final optimal solution from each SMWOA based on the final solution set. 

Step 28: Select the optimal features and samples based on the ensemble algorithm.  

Step 29: Process the results of an ensemble algorithm in SVM, KNN, NB, and artificial neural network 
(ANN) for cancer detection. 

Step 30: It has betterment results while using the SFSS-EMSMWOA ensemble algorithm for cancer 
detection. 

4 Result and Discussion 
The working of EMSMWOA and SFSS-EMSMWOA is tested in charge of accuracy, precision, 

specificity, sensitivity, F1-score, and average error. For experimental purposes, four datasets such 

as Leukemia, Lymphoma, prostate, and lung cancer microarray datasets are used. The leukemia 

dataset consists of 72 instances, 3572 features, and 2 classes, lymphoma dataset consists of 77 

instances, 2647 features, and 2 classes.  The prostate dataset has 102 cases, 2135 features, and 2 

classes. The lung cancer dataset consists of 32 instances, 56 attributes, and 2 classes. From the 

collected data, 60% of data are used for testing and 40% are used for training datasets. EMSMWOA 

and SFSS-EMSMWOA MATLAB (2018a) are used for implementation and also runs on a Microsoft 

Windows 7 along with an Intel processor running at 2.70 GHz and 4GB memory. Table 1 and Table 

4.2 reveals the count of features and samples chosen by EMSMWOA also SFSS-EMSMWOA methods 

for four datasets respectively. 
 

Table 1: Total count of features selected by 
EMSMWOA and SFSS-EMSMWOA. 

Feature No of 
features EMSMWOA SFSS-

EMSMWOA 
Leukemia 3572 35 30 
Prostate 2135 100 92 

Lymphoma 2647 28 21 
Lung cancer 12533 130 123 

 

Table 2: Number of samples selected by SFSS-
EMSMWOA 

Feature No of 
samples EMSMWOA 

Leukemia 72 65 
Prostate 77 68 

Lymphoma 102 90 
Lung cancer 32 23 
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4.1 Accuracy 
Accuracy is determined by the fraction of instances that are classified correctly. It is 

calculated by the total amount of correctly predicted sick people (true positive) and correctly 

predicted healthy people (true negative) over the total number of classifications. It is calculated as 

𝐴𝐴𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐 = 𝑇𝑇𝑠𝑠𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑣𝑣𝑇𝑇 (𝑇𝑇𝑃𝑃)+𝐹𝐹𝑎𝑎𝑏𝑏𝑠𝑠𝑇𝑇 𝑁𝑁𝑇𝑇𝑁𝑁𝑎𝑎𝑠𝑠𝑖𝑖𝑣𝑣𝑇𝑇 (𝐹𝐹𝑁𝑁)
𝑇𝑇𝑃𝑃+𝑇𝑇𝑠𝑠𝑇𝑇𝑇𝑇 𝑁𝑁𝑇𝑇𝑁𝑁𝑎𝑎𝑠𝑠𝑖𝑖𝑣𝑣𝑇𝑇 (𝑇𝑇𝑁𝑁)+𝐹𝐹𝑎𝑎𝑏𝑏𝑠𝑠𝑇𝑇 𝑃𝑃𝑃𝑃𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑣𝑣𝑇𝑇(𝐹𝐹𝑃𝑃)+𝐹𝐹𝑁𝑁

 (15), 

where TP is the sick people that are affected by cancer are classified as sick correctly, FP is 

the healthy people classified as sick incorrectly, TN is the healthy people classified as healthy 

correctly and FN is the sick people are classified as healthy incorrectly. Table 3 shows the accuracy 

of EMSMWOA and SFSS-EMSMWOA methods for microarray data classification. 
 

Table 3: Accuracy comparison of EMSMWOA and SFSS-EMSMWOA 
 EMSMW

OA-SVM 
EMSMWO

A-KNN 
EMSMWO

A-NB 
EMSMWO

A-ANN 
SFSS-

EMSMWO
A-SVM 

SFSS-
EMSMWO

A-KNN 

SFSS-
EMSMWO

A-NB 

SFSS-
EMSMW
OA-ANN 

Leukemia 62.42 86.13 82.34 88.42 65.76 90.24 86.48 91.34 
Lymphoma 92.13 85.36 79.24 91.87 95.06 89.24 82.24 96.45 

Prostate 94.15 85.67 86.98 96.14 96.76 89.67 90.34 97.58 
Lung cancer 92.08 82.75 84.21 93.45 95.35 87.69 89.37 96.40 
 

From Figure 2, it is observed that the accuracy of SFSS-EMSMWOA-ANN method is 46.33%, 

6.05%, 10.93%, 3.3%, 38.9%, 1.22%, and 5.62% greater than EMSMWOA-SVM, EMSMWOA-KNN, 

EMSMWOA-NB, EMSMWOA-ANN, SFSS-EMSMWOA-SVM, SFSS-EMSMWOA-KNN and SFSS-

EMSMWOA-NB respectively for leukemia dataset. Hence, it is proven that the planned SFSS-

EMSMWOA-ANN method gives better results in charge of accuracy when relating with EMSMWOA-

SVM, EMSMWOA-KNN, EMSMWOA-NB, EMSMWOA-ANN, SFSS-EMSMWOA-SVM, SFSS-

EMSMWOA-KNN and SFSS-EMSMWOA-NB methods. 

 
Figure 2: Accuracy comparison of EMSMWOA and 

SFSS-EMSMWOA. 

 
Figure 3: Precision Comparison of EMSMWOA and 

SFSS-EMSMWOA 

4.2 Precision 
The fraction of true positive instances which are classified as positiveis defined as precision.  

It is calculated from 

𝑃𝑃𝑐𝑐𝑒𝑒𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑟𝑟𝑛𝑛 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑃𝑃

 (16). 
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Table 4 shows the precision of EMSMWOA and SFSS-EMSMWOA method for microarray data 

classification. 
 

Table 4: Precision Comparison of EMSMWOA and SFSS-EMSMWOA 
 EMSM 

WOA-
SVM 

EMSM 
WOA- 
KNN 

EMSM 
WOA- 

NB 

EMSM 
WOA- 
ANN 

SFSS-
EMSM 

WOA-SVM 

SFSS-
EMSM 
WOA-
KNN 

SFSS-
EMSM
WOA-

NB 

SFSS-
EMSMW
OA-ANN 

Leukemia 81.17 89.42 91.11 93.34 84.65 91.57 94.07 96.09 
Lymphoma 86.42 83.7 81.84 91.53 90.21 86.58 87.45 94.53 

Prostate 95.31 96.38 96.85 98.24 97.24 98.57 98.54 98.98 
Lung cancer 92.14 93.24 92.98 96.24 95.08 95.36 95.78 98.78 

 
The performance comparison between EMSMWOA and SFSS-EMSMWOA in terms of 

precision is shown in Figure 3. From the experimental results, the precision of SFSS-EMSMWOA-

ANN is 18.38% greater than EMSMWOA-SVM, 7.46% greater than EMSMWOA-KNN, 5.47% greater 

than EMSMWOA-NB, 2.95% greater than EMSMWOA-ANN, 13.51% greater than SFSS-EMSMWOA-

SVM, 4.94% greater than SFSS-EMSMWOA-KNN, and 4.94% greater than SFSS-EMSMWOA-NB for 

leukemia dataset. From this comparison, it results that the SFSS-EMSMWOA-ANN achieves high 

precision compared with other methods for four different datasets. 

4.3 Specificity 
The measurement of specificity is done by the proportion of actual negatives that identify 

people correctly without illness within all people which is termed as free from illness. It is 

calculated by using 

𝑆𝑆𝑝𝑝𝑒𝑒𝑐𝑐𝑖𝑖𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐 = 𝑇𝑇𝑁𝑁
𝐹𝐹𝑃𝑃+𝑇𝑇𝑁𝑁

 (17). 

Table 5 shows the specificity of EMSMWOA and SFSS-EMSMWOA methods for microarray 

data classification. 
 

Table 5: Specificity Comparison of EMSMWOA and SFSS-EMSMWOA 
 EMSM 

WOA-
SVM 

EMSM 
WOA- 
KNN 

EMSM 
WOA- 

NB 

EMSM 
WOA- 
ANN 

SFSS-
EMSM 

WOA-SVM 

SFSS-
EMSM 
WOA-
KNN 

SFSS-
EMSM
WOA-

NB 

SFSS-
EMSMW
OA-ANN 

Leukemia 80.21 88.45 90.14 92.37 83.65 90.12 93.14 95.52 
Lymphoma 85.46 82.73 80.89 90.56 89.18 85.46 84.15 93.79 

Prostate 94.34 95.41 95.89 97.28 96.09 97.24 97.68 98.88 
Lung cancer 93.14 94.63 94.74 96.09 95.06 96.91 97.02 98.98 

 
In Figure 4, the effect of the method SFSS-EMSMWOA is analyzed by specificity comparison 

with EMSMWOA with different classifiers. The specificity of SFSS-EMSMWOA-ANN is 19.09%, 

7.99%, 5.97%, 3.41%, 14.19%, 5.99%, and 2.56%  greater than EMSMWOA-SVM, EMSMWOA-KNN, 

EMSMWOA-NB, EMSMWOA-ANN, SFSS-EMSMWOA-SVM, SFSS-EMSMWOA-KNN and SFSS-

EMSMWOA-NB respectively for leukemia dataset. This study has proved that the proposed SFSS-

EMSMWOA-ANN method attains improved results in charges of specificity when compared to other 

methods. 
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Figure 4: Specificity comparison of EMSMWOA 

and SFSS-EMSMWOA 

 
Figure 5: Sensitivity comparison of EMSMWOA 

and SFSS-EMSMWOA 
 

4.4 Sensitivity 
Sensitivity is measured by the fraction of actual positives that correctly identifies the people 

with illnesses.  The following formula is used to calculate sensitivity, 

𝑆𝑆𝑒𝑒𝑛𝑛𝑠𝑠𝑖𝑖𝑐𝑐𝑖𝑖𝐿𝐿𝑖𝑖𝑐𝑐𝑐𝑐 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑁𝑁

 (18). 

Table 6 shows the sensitivity of EMSMWOA and SFSS-EMSMWOA method for microarray 

data classification.  
 

Table 6: Sensitivity Comparison of EMSMWOA and SFSS-EMSMWOA 
 EMSM 

WOA-
SVM 

EMSM 
WOA- 
KNN 

EMSM 
WOA- 

NB 

EMSM 
WOA- 
ANN 

SFSS-
EMSM 

WOA-SVM 

SFSS-
EMSM 
WOA-
KNN 

SFSS-
EMSM
WOA-

NB 

SFSS-
EMSMW
OA-ANN 

Leukemia 66.78 82.45 85.67 89.39 69.82 85.32 88.09 92.14 
Lymphoma 96.02 89.27 90.52 98.47 98.45 91.58 93.61 99.21 

Prostate 78.16 80.61 85.19 90.04 81.26 83.35 88.49 94.68 
Lung cancer 74.56 75.47 81.34 87.78 78.98 80.78 85.47 91.46 

 
In Figure 5, the effect of this method SFSS-EMSMWOA is analyzed in terms of sensitivity by 

comparing it with EMSMWOA with different classifiers. The sensitivity of SFSS-EMSMWOA-ANN is 

37.98%, 11.75%, 7.55%, 3.08%, 31.97%, 7.99% and 4.6% greater than EMSMWOA-SVM, 

EMSMWOA-KNN, EMSMWOA-NB, EMSMWOA-ANN, SFSS-EMSMWOA-SVM, SFSS-EMSMWOA-

KNN and SFSS-EMSMWOA-NB respectively for leukemia dataset. From this study, it is proved that 

the suggested method SFSS-EMSMWOA-ANN method gives better result its sensitivity obtained 

when it is compared with other methods. 

4.5 F1-Score 
F1-score is determined by harmonic average of precision and recall. It is calculated by 

F1-score = 2×𝑝𝑝𝑠𝑠𝑇𝑇𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑃𝑃𝑛𝑛×𝑠𝑠𝑇𝑇𝑐𝑐𝑎𝑎𝑏𝑏𝑏𝑏
𝑝𝑝𝑠𝑠𝑇𝑇𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑃𝑃𝑛𝑛+𝑠𝑠𝑇𝑇𝑐𝑐𝑎𝑎𝑏𝑏𝑏𝑏

 (19). 

Table 7 shows the F1-score of EMSMWOA and SFSS-EMSMWOA method for microarray data 

classification. 
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Table 7: F1-Score comparison of EMSMWOA and SFSS-EMSMWOA 
 EMSM 

WOA-
SVM 

EMSM 
WOA- 
KNN 

EMSM 
WOA- 

NB 

EMSM 
WOA- 
ANN 

SFSS-
EMSM 

WOA-SVM 

SFSS-
EMSM 
WOA-
KNN 

SFSS-
EMSM
WOA-

NB 

SFSS-
EMSMW
OA-ANN 

Leukemia 80.24 89.92 88.24 91.52 83.16 89.92 88.24 94.75 
Lymphoma 93.18 89.24 84.68 95.02 96.45 89.24 84.68 95.02 

Prostate 82.65 72.36 84.29 89.78 85.37 72.36 84.29 89.78 
Lung cancer 79.09 69.78 81.47 85.47 83.39 69.34 81.47 87.67 

 
From Figure 6, it is observed that the F1-score of the SFSS-EMSMWOA-ANN method is 

18.08%, 5.37%, 7.38%, 3.53%, 13.94%, 5.37%, and 7.38%greater than EMSMWOA-SVM, 

EMSMWOA-KNN, EMSMWOA-NB, EMSMWOA-ANN, SFSS-EMSMWOA-SVM, SFSS-EMSMWOA-

KNN, and SFSS-EMSMWOA-NB respectively for leukemia dataset. Hence, it is proved that the 

planned method SFSS-EMSMWOA-ANN gives better results in terms of F1-score when compared to 

EMSMWOA-SVM, EMSMWOA-KNN, EMSMWOA-NB, EMSMWOA-ANN, SFSS-EMSMWOA-SVM, 

SFSS-EMSMWOA-KNN, and SFSS-EMSMWOA-NB methods. 

 
Figure 6: F1-score comparison of EMSMWOA and SFSS-EMSMWOA 

4.6 Average Error 
It is the average error of classifiers to classify the gene expression data with the selected 

features by EMSMWOA and SFSS-EMSMWOA. Table 8 shows the average error of classifiers that 

processed the selected features by SMWOA and EMSMWOA. 
 

Table 8: Comparison of Average Error 
No. of iteration EMSMWOA SFSS-EMSMWOA 

100 0.075 0.064 
200 0.059 0.051 
300 0.04 0.024 
400 0.03 0.018 
500 0.025 0.012 
600 0.025 0.012 
700 0.025 0.012 
800 0.025 0.012 
900 0.025 0.012 
1000 0.025 0.012 

  
Figure 7: Comparison of Average Error. 

 
In average error of EMSMWOA and SFSS-EMSMWOA with classifiers is shown in Figure 7. 

The number of iteration is taken in X-axis and the average error of feature selection methods is 
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shown in Y-axis. When the number of iteration is 200, the average error of SFSS-EMSMWOA is 

13.56% less than SEMSMWOA. From this analysis, it is proved that the SFSS-EMSMWOA method 

has less average error than EMSMWOA for cancer detection. 

5 Conclusion 
 In this paper, SFSS-EMSMWOA is proposed to further enhance the accuracyclassification 

and reduce the complexity in the computation of classifiers for microarray data classification. 

Initially, microarray data are collected and the most relevant features and samples are selected 

simultaneously using SMWOA. Because of using multiple objectives in the fitness function, the 

Pareto optimal problem is solved by applying the evidential approach. The multiple SMWOA are 

initialized with various size of population and maximal count of iteration and the results of 

multiple SMWOA are ensembled using mutual information of features, samples and lass. Finally 

the selected features and samples are processed in SVM, KNN, NB and ANN classifiers for 

microarray data classification. The experiment proves the proposed SFSS-EMSMWOA method is 

improved on the basis of accuracy, precision, specificity, sensitivity, F1-score and also with average 

error than EMSMWOA in four different datasets for microarray data classification. 

6 Availability of Data and Material 
Data can be made available by contacting the corresponding author. 
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