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Abstract 
Eye surgery, more precisely the retinal micro-surgery involves both 
sensory as well as motor skills. This is confined within human 

boundaries along with physiological limits for maintaining consistent 
steadiness, the ability to feel small forces and accuracy. Despite these 
assumptions to leverage robots in all types of surgery, multitudes of 
challenges have to be confronted to reach complete development. The 
deployment of robotic assistance in ophthalmologic surgery also faces the 
same challenge. This work focuses on the autonomous positioning of a 
micropipette that is to be mounted on a surgical robot for performing eye 
surgery. Initially, multiple microscopic images of the given micropipette 
along with its shadow are collected. These images are treated or filtered by 
using the Enhanced Gaussian Filtering (EGF) method. The so-obtained 
filtered image is partitioned or segmented by Bee Colony Optimization 
(BCO) into three segments: micropipette, eye ground and shadow of the 
micropipette. A new Modified Convolutional Neural Network (MCNN) is 
leveraged by the robot to perform eye surgery that learns the microscopic 
images with their ground truth. This MCNN uses automatic feature 
extraction and estimates micropipette regions with their shadow by 
examining a microscopic image and its tip. This is tapped for developing 
autonomous position control in robots. The selected micropipette is found 
to be positioned at a 99.56% success rate with a mean distance of 1.37 mm 
from the eye ground that is simulated. 
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1 Introduction 

1.1 Information 
Eye surgery, more precisely retinal micro-surgery, necessitates sensory as well as motor 

skills that mimic human boundaries along with physiological limits with consistency, accuracy, 

steadiness, and the potential to isolate the minute forces that are involved in the operation [1]. 

Besides the benefits of deployment of robots in medical surgery and despite the efforts placed for 

further development, this field faces a multitude of challenges to impart robots in real-time.  The 

field of surgical ophthalmology also suffers from the same issue. The first robot-assisted 

ophthalmology-based retinal surgery was performed after 30 years after the publication of the first 

experimental papers pertaining to the subject that too in-human presence [2]. Artificial 

Intelligence (AI) through sourced a few decades ago, but it has now emerged as indispensable 

technology, especially in all surgeries and ophthalmology. This time gap was mainly due to the 

hampering of the technological advancements to realize AI as a tool for implementing novel 

processing methods.  

The primary technique among technological advancements is the processing prowess of 

Graphics Processing Units (GPU) for Machine Learning (ML) [3].  It is evident that the conventional 

notion of robots is to perform repetitive tasks mostly, but AI and ML are closely related with proven 

abilities to design new concepts to resolve problems autonomously through perceiving and 

understanding. The ultimate implication of exploring these abilities is that future machines may 

intricate into the domain which was once delineated as human-reserved [4]. Though the capacity of 

AI/ ML can be witnessed strongly, the current marketing promises as well as the hype created 

outnumber its pace of development.  However, these robotic systems are integrated with ML that 

significantly enhancing the quality and precision of robot-assisted retinal surgery, which can be 

seen as a major breakthrough in the discipline. In addition, a lot of research comprehensively 

analyzes the recent technological advances in the domain of retinal robotic surgery by throwing 

light on the bottlenecks and limitations, apart from briefing the rationale of AI in robot-assisted 

retinal surgery [5]. 

As a matter of fact, particularly in retinal microsurgery, it has been discovered that human 

precision is best between 20 and 40 m. According to reports, the average human tremor has a peak-

to-peak value of about 100 m. The force indicated in the earlier work that is sufficient to tear the 

rabbit's retina is close to 7.5 mN [6], which is the mean human threshold for increased tactile 

sensibility. In this case, the stability, accuracy, and sturdiness of the robot are quite helpful for 

handling delicate intraocular surgeries. The development of neural networks [7], their 

improvements in image processing, and the notable rise in data utilization [8] may eventually 

increase the efficiency and safety of robotic techniques used in eye surgery. 

Apart from rendering new data sources, surgical visualization systems like “heads-up 

surgery” integrate Augmented Reality (AR) during the surgery. Virtual Reality (VR) systems like 
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Eyes Surgical as well as Deep Learning (DL) tracking methods can also be leveraged with robotic 

control. This will definitely aid in training, improving and testing these systems to eliminate 

iatrogenic injuries. The improved data is the pedestal of progress in advancing AI, improved safety, 

enhanced efficacy and inclined reliability which are some of the potential outcomes of the 

integration of robotics into the discipline of ophthalmology. Several barriers exist to end-user 

adoption of robotics not confined to size, costs, functional limits, human acceptance, accuracy and 

more importantly, yielding better outcomes with safety. 

 
Figure 1: A typical operation room layout for eye surgery-Master Slave surgical process  

 
With this motivation, this work proposes deep learning-based position finding of the 

micropipette attached to the surgical robot during eye surgery. Eye surgery, or in particular, 

vitreoretinal eye surgery, is an application where a manually or tele-operated robotic system assists 

the surgeon in performing the surgical routine. This robotic system is desired to be a master-slave 

system, where the slave system performs the actual surgery, controlled by the surgeon at the 

master as shown in Fig.1. As such, it can bring stability to enhance the surgeon’s surgical skills, 

while the surgeon’s knowledge and experience can still guide the process. This work presents some 

background information on robotics and describes some specific applications in medicine and 

vitreoretinal eye surgery.  

It is preferred to maintain the current operating room layout, where the patient and 

peripheral equipment is within arm’s reach. A table-mounted slave system is compact and 

contributes to this [9]. 

The paper deals with an autonomous vitreoretinal eye surgery robot along with the 

accuracy-enhancing approaches to reach the target on eye ground. This robot ceases to be switched 

to the autonomous injection, which is also to be developed as a part of the work. The primary 

contribution of the work is as follows:  
• Describing the working of autonomous positioning of a given micropipette along the depth 

direction by tapping its shadows where the image pre-processing is done using enhanced 

Gaussian (EGF).  

• Segmentation of the given micropipette position and shadow of the micropipette, along 



 

 

http://TuEngr.com Page | 4 
 

with eye ground regions is done using Bee Colony Optimization (BCO). 

• Finally, automatic feature extraction and the prediction of a label based on a Modified 

Convolutional Neural network (MCNN) for determining the shadow region that has an 

unclear border in the image, where stochastic max-pooling was injected to replace the 

standard average stochastic maximum pooling and maximum stochastic maximum pooling 

used.  

• The positioning of the micropipette for eye surgery assists the robot automatically, which 

is done through a visual servo control method augmented with planar motion. 

• The suggested method is particularly practical since, during vitreoretinal surgery, in 

particular, surgeons frequently use shadows to place tools along the depth axis. 

Astigmatism has little effect on how shadows are used in the end. 

This paper is organized as follows. Section 2 describes the related work on eye surgery robots 

using ML and DL methods. Section 3 proposes Autonomous Positioning of the micropipette tip 

using the MCNN technique. Section 4 details the experiment that is done to assess the proposed 

method with discussions on the results, and the conclusion and future research directions are 

briefed in Section 5. 

2 Literature Review 
This section elaborates on the usage of ML and DL as a part of modern surgery, with a special 

focus on AI issues.  The advancements of ML and DL will enable surgeons to deploy more 

autonomous actions in the surgical process. Tayama et al., [10] developed a novel method of 

automatic positioning of robotic arms by tapping the shadow of surgical instruments involved in 

the surgery. The microscopic image is partitioned into 3 regions: a micropipette, shadow of the 

micropipette, and eye ground through the famous Gaussian Mixture Model (GMM) augmented with 

Kalman filters. Li et al., [11] designed low-cost yet robust Densely connected CNN (Dense CNN) 

that could sense 9 or 36 directions of gaze computation to control the surgical robots. The surgeons 

can effectively control the developed robot by mentioning the beginning as well as ending points of 

the surgical robot through an eye gazing mechanism. These surgical robots can be managed to 

progress in 9 directions by obtaining the information from the controllers' eyes gaze.  

Li et al., [12] proposed a probe-based confocal laser endomicroscopic system (pCLE) which 

acts as an imaging modality for enhancing the diagnosis. The capability to view the retina at a more 

granular cellular level provides information that is important to foresee the surgical 

results. Enhanced image quality, and smoother motion, with the decreased workload, can be 

achieved with hybrid control frameworks. But few researchers concentrated on it during the 

surgery. This is indeed a big challenge due to the high deformation of the iris and the occlusion that 

is inherently caused by instruments that are used in the surgery. A new real-time iris tracking 

system that is based on a regression network is given by Qiu et al., [13] that meets the accuracy as 

well as speed requirements demands of the ophthalmic robotic system. This system employs low-
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level visual features with high-level semantic meanings that are collected from different layers to 

extract and capture the discriminative representation of the target (iris).  

The method for tracking objects involves looking through the windows with the best 

classifier scores. To locate the iris center, the Scale Invariant Feature Transform (SIFT) [14] is used 

[15]. Through PCA, a model in the shape of an eyelid is created and used to follow a particular iris 

[16]. According to some experts, template matching is still an effective method for identifying the 

iris. The feature extraction from photos is constrained by the feature representation's incapacity to 

handle more complicated real-world settings. The surgical scene typically contains more occlusion 

of the actual surgical tools being utilized. Consequently, the handcrafted features won't be enough 

to monitor the iris for the creation of an ophthalmic robotic system. 

The features extracted from CNN make a bigger contribution to state-of-the-art object 

trackers. These features display a very strong representation of inherent semantic information of 

the pertaining target. This has indeed attracted greater research interest. Li et al., [17] designed a 

cascaded CNN to isolate the eye from facial images. The CNN can categorize the underlying region 

as left/right eye and the next CNN is employed for detection. Harini used ensemble learning in 

ResNet10 to track the eye [18]. Wolfgang et al. [19] suggested a double CNN for the detection of 

pupil position. These proceeds in two phases, the pupil position are identified by the first CNN 

while the second is used to refine its position.  

Hoffman et al., [20] proposed a CNN for eye detection, which incorporates a segmentation to 

learn the relative significance of the pupil as well as the iris. Though the DL methods outperform 

the hand-crafter and correlation filter methods, most network-based trackers are incapable of 

achieving real-time tracking mainly because of the online training. The multi-loss objective 

function is constructed to obtain improved overlap precision. These modifications eventually 

enhance the accuracy of tracking in the underlying ophthalmic robotic system. 

In order to predict the occurrence of negative occurrences from a relatively brief history of 

temporal sensor readings, He et al. [21] introduced a Recurrent Neural Network (RNN). The robot is 

managed with a variable admittance controller to prevent it from tapping into undesirable 

situations. Through microscope-integrated Optical Coherence Tomography (MI-OCT), Zhou et al. 

[22] demonstrated a more reliable framework designed for needle identification as well as 

localisation relevant to the sub-retinal injection. The results show that the suggested strategy can 

localize the needle more precisely with a confidence level of about 99.2%. The already existing ML 

posts multiple challenges, like the demand to process a voluminous amount of data, iterative model 

training, and tuning the model according to various scenarios. But with the advent of DL, it is 

definitely possible to effectively train an end-to-end DL model to resolve complex tasks. 

3 Method 
The work presents a more generic and robust framework for detecting the needle and 

localization of the same in the process of sub-retinal injection by examining microscopic images 

using DL. This method progresses through three main steps: image pre-processing, segmentation 
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and locating the needle in segmented images. Pre-processing of the microscopic images is done 

through EGF. Then the segmented image fragments are fed into BCO for detection of the needle 

with its localization. The developed MCNN estimates the regions of the micropipette and its tip 

positions along with its shadow from a real-time image.  The planar positioning is done through 

the visual serving method [24]. The utilized micropipette is advanced to the eye ground till the 

distance of the micropipette’s tip and its corresponding shadow is less than or equal to the already 

predefined threshold. Therefore, the robot could effectively and accurately reach the eye ground 

and also stop safely before it establishes contact with the surface. The experimental results indicate 

that this method can vividly localize the needle with a good confidence score of 99.2%. The generic 

framework of the fore mentioned methodology is given in Fig.2. 

  
Figure 2: General framework diagram of the proposed methodology 

3.1 Image Enhancement Using Enhanced Gaussian Filtering 
Multiple microscopic images of the micropipette along with its shadow are obtained by 

varying the position of the micropipette and ambient conditions. After this, these images are 

segmented and the components are labelled. For better visualization, the micropipette, its shadow, 

and its background are rendered in different colors namely blue, red, and green, respectively. The 

pairs of microscopic image with ground truth data are employed in preoperative learning through 

the MCNN model. The EGF isolates the pixels with gray levels ranging from 0 -255 as noise. It 

restores the noise pixels through a Gaussian filter by estimating the noise density. Table 1 

enumerates the parameters used in the proposed method.  
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Table 1. Parameter and Description of Proposed Methodology 
Parameters Description 

𝑃𝑃𝑖𝑖 ,𝑗𝑗 microscopic images pixel, 𝑖𝑖, 𝑗𝑗 = 1, … ,𝐿𝐿 − 1 
𝑔𝑔𝑖𝑖 ,𝑗𝑗 Gray level of 𝑃𝑃𝑖𝑖 ,𝑗𝑗 
Ω 𝜔𝜔 × 𝜔𝜔 filtering window 

𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖,𝑗𝑗 the restored gray level of 𝑃𝑃𝑖𝑖,𝑗𝑗  
𝑃𝑃𝑚𝑚 ,𝑛𝑛 neighboring pixel of 𝑃𝑃𝑖𝑖,𝑗𝑗  
𝔴𝔴𝑚𝑚,𝑛𝑛  weight of 𝑃𝑃𝑚𝑚,𝑛𝑛 
𝜎𝜎2 adaptive variation  
𝑛𝑛𝑛𝑛 noise density 

𝑅𝑅𝑖𝑖𝑗𝑗 = 𝑥𝑥𝑖𝑖𝑗𝑗 + 𝔎𝔎𝑖𝑖𝑗𝑗�𝑥𝑥𝑖𝑖𝑗𝑗 − 𝑥𝑥𝑘𝑘𝑗𝑗� BCO swarm search 
𝑘𝑘 Food source 𝑘𝑘 = {1,2, … ,𝑁𝑁𝑁𝑁} 
𝑁𝑁𝑁𝑁 number of food sources 
𝑥𝑥𝑘𝑘𝑗𝑗 randomly generated 𝑘𝑘 food source 
𝔎𝔎𝑖𝑖𝑗𝑗  random number 

(�̇�𝑚, �̇�𝑛) optimum 2-dimensional vector of the objective 
function 

𝜑𝜑(𝑚𝑚,𝑛𝑛) two-dimensional entropy 
𝐸𝐸𝔪𝔪 two-dimensional entropy of micropipette 
𝐸𝐸𝔢𝔢   two-dimensional entropy of eye ground regions 

(𝑚𝑚, 𝑡𝑡) threshold value 
𝑅𝑅 Region 

𝑅𝑅𝑃𝑃1  and 𝑅𝑅𝑃𝑃2  probabilities of Regions 1 and 2 respectively 
𝑀𝑀𝑀𝑀 maximum cycle number 
𝐷𝐷 Population size on search space 
𝑋𝑋𝑖𝑖 New solution 
𝑥𝑥𝑖𝑖 feature vector 
𝑙𝑙𝑖𝑖 Label of microscope image  

𝑙𝑙𝑙𝑙𝑙𝑙𝑅𝑅𝑙𝑙 serial number of the layer 
𝑅𝑅𝐹𝐹𝑗𝑗 the receptive field of the input layer 
𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 Result of pooled maximum value 
𝑙𝑙𝑚𝑚𝑎𝑎𝑎𝑎 result of average pooling 
𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖  Probability for value 𝑣𝑣𝑖𝑖 

𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝑚𝑚𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠  result of stochastic pooling 
𝐺𝐺𝐿𝐿𝑠𝑠 global loss of classification 
𝐺𝐺𝐿𝐿𝑟𝑟  global loss of regression 
𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗ the indicative value that corresponds to 𝑖𝑖-th 

candidate detection box   
𝑙𝑙𝑝𝑝𝑖𝑖 coordinate vectors of the micropipette’s detection 

box  
𝑙𝑙𝑝𝑝𝑖𝑖∗ coordinate vector of the tip point that  

corresponds to the calibration box  that depicts 
the shadow 

𝜆𝜆 Threshold value 
𝑁𝑁𝑟𝑟 and 𝑁𝑁𝑠𝑠 Normalized regression and classification 

respectively 

3.1.1 EGF 

For any given microscopic image with a pixel 𝑃𝑃𝑖𝑖 ,𝑗𝑗 with gray level 𝑔𝑔𝑖𝑖 ,𝑗𝑗, the EGF method isolates 

the noisy pixels for the specified  𝑖𝑖 𝑙𝑙𝑛𝑛𝑛𝑛 𝑗𝑗 = 1, … ,𝐿𝐿 − 1. If the  𝑔𝑔𝑖𝑖 ,𝑗𝑗 is 0 or 255, then the EGF decides 

the pixel  𝑃𝑃𝑖𝑖 ,𝑗𝑗as noise. Otherwise, the 𝑃𝑃𝑖𝑖 ,𝑗𝑗 is delineated as noise-free. This noise isolation method 

allows reduces the wrong detection to 0. But sometimes it may detect noise-free pixels pertaining 

to the gray levels 0 as well as 255 as noisy, thereby generating false positives. This miss detection 

permits the noise-free pixels to undergo unfavorable filtering that may result in a blurred image.  

Apart from this, the inaccuracy of this method that is caused by the false alarm may adversely 
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affect the performance of noise density estimation as well as the process of adaptive variance 

determination embedded in the Gaussian filter that is commonly used as a noise restoration 

technique.  

The fore mentioned EGF method replaces the noisy pixel with its weighted average of the 

filtering window of fixed size. These weights are determined by a Gaussian filter augmented with 

the adaptive variance. The comprehensive noise restoration process in the EGF is given  as:  

For any detected noisy 𝑃𝑃𝑖𝑖 ,𝑗𝑗,  Ω indicates  𝜔𝜔 × 𝜔𝜔 filtering window that is centred at 𝑃𝑃𝑖𝑖 ,𝑗𝑗.. The 

value of 𝜔𝜔 is set to 9.  

Form a fresh set 𝒩𝒩 excluding the noisy pixels at gray levels 0 as well as 255 at Ω.  Compute 

the weighted mean of the pixels as restored gray level (𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 ,𝑗𝑗). 

𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚,𝑛𝑛 =
∑ 𝔴𝔴𝑚𝑚,𝑛𝑛∗𝑎𝑎𝑚𝑚,𝑛𝑛𝑃𝑃𝑚𝑚,𝑛𝑛∈𝒩𝒩

∑ 𝔴𝔴𝑚𝑚,𝑛𝑛𝑃𝑃𝑚𝑚,𝑛𝑛∈𝒩𝒩
 (1), 

The terms 𝑔𝑔𝑚𝑚,𝑛𝑛 refers to the gray level and 𝔴𝔴𝑚𝑚,𝑛𝑛 is the weight of 𝑃𝑃𝑚𝑚,𝑛𝑛. The coordinates (𝑖𝑖, 𝑗𝑗) as 

well as (𝑚𝑚,𝑛𝑛)  respectively indicates 𝑃𝑃𝑖𝑖 ,𝑗𝑗 and it's neighbor  𝑃𝑃𝑚𝑚 ,𝑛𝑛.  

Weight (𝔴𝔴𝑚𝑚,𝑛𝑛), is computed using the Gaussian function as:  

𝔴𝔴𝑚𝑚,𝑛𝑛 = exp �− (𝑚𝑚−𝑖𝑖)2+(𝑛𝑛−𝑖𝑖)2

2𝜎𝜎2
� (2), 

The parameter 𝜎𝜎 is also empirically set as  

σ =  nd +  0.2 (3) 

𝜎𝜎2 is the adaptive variance of a given Gaussian function. The term 𝑛𝑛𝑛𝑛 indicates the noise 

density which is computed as the ratio of the count of detected noisy pixels with a cumulative 

count of pixels in the entire image. 

3.2 Segmentation Using BCO 
The images that were pre-processed are categorized or segmented into micropipette, the 

shadow of the micropipette, and eye ground regions. Every pixel of the regions is labelled to be 

deployed as a ground truth. The proposed MCNN is employed by an eye surgery robot to study the 

microscope images with their ground truth through HSV color as features. The performance of this 

segmentation completely depends on local as well as global searching capability. Hence, the 

method of collecting honey forms the motivation for BCO and is given as 𝑅𝑅𝑖𝑖𝑗𝑗 = 𝑥𝑥𝑖𝑖𝑗𝑗 + 𝔎𝔎𝑖𝑖𝑗𝑗�𝑥𝑥𝑖𝑖𝑗𝑗 − 𝑥𝑥𝑘𝑘𝑗𝑗�. 

The term 𝑥𝑥𝑘𝑘𝑗𝑗  is randomly generated where 𝑘𝑘 ≠ 𝑖𝑖 (food source). The value of  𝑘𝑘 = {1,2, … ,𝑁𝑁𝑁𝑁}. 𝑁𝑁𝑁𝑁 

indicates the total count of food sources available. 𝔎𝔎𝑖𝑖𝑗𝑗 is assigned a  random value within [−1,1] . 

The search step of the insect is estimated as (𝑥𝑥𝑖𝑖𝑗𝑗 − 𝑥𝑥𝑘𝑘𝑗𝑗). The food source (𝑘𝑘) is chosen around its 

surroundings. The popular Levy flights are injected to aid the foraging behaviors of bees to 

improvise the development of the algorithm and also to reinforce its capability to move away from 

local extreme values. Also, BCO uses global optimal solutions as well as individual extremes as a 

part of searching in observation bees. This collaboration among the populations adds up to global 

convergence. When the values(�̇�𝑚, �̇�𝑛), are maximum, then the gray level pixels of the object as well 
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as its background will be uniform. The objective function for finding the optimal threshold (�̇�𝑚, �̇�𝑛)  is 

taken as the popular maximum 2D entropy threshold as given by:   

(�̇�𝑚, �̇�𝑛) = arg max0≤𝑚𝑚≤𝐿𝐿−1 max0≤𝑠𝑠≤𝐿𝐿−1�𝜑𝜑(𝑚𝑚, 𝑡𝑡)� (3), 

This algorithm tries to achieve this value that can effectively maximize 𝜑𝜑(𝑚𝑚, 𝑡𝑡) = 𝐸𝐸𝔪𝔪 + 𝐸𝐸𝔢𝔢.  
The value 𝐸𝐸𝔪𝔪 is the 2D entropy of the micropipette. The value 𝐸𝐸𝔢𝔢 is 2D entropy of eye ground 

regions.  

𝐸𝐸𝔪𝔪 = −∑ ∑ 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖
𝑅𝑅𝑅𝑅1

𝑠𝑠
𝑗𝑗=0

𝑚𝑚
𝑖𝑖=0 ln �𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖

𝑅𝑅𝑅𝑅1
� (4), 

𝐸𝐸𝔢𝔢 = ∑ ∑ 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖
𝑅𝑅𝑅𝑅2

ln �𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖
𝑅𝑅𝑅𝑅2

�𝐿𝐿−1
𝑗𝑗=𝑠𝑠+1

𝐿𝐿−1
𝑖𝑖=𝑚𝑚+1  (5), 

A 2D histogram can be constructed using 2D entropy modelling. The fixed threshold 

value (𝑚𝑚, 𝑡𝑡) is partitions the 2D histogram into 3 rectangular zones namely:  Regions 1-3. Region 1 

pertains to the micropipette while Region 2 represents its shadow. Region 3 clearly indicates the 

ground eye regions. Generally, region 2 is ignored. The estimated probabilities of the first and 

second regions are given as 𝑅𝑅𝑃𝑃1 = ∑ 𝑝𝑝𝑖𝑖𝑗𝑗𝑚𝑚
𝑖𝑖=0  and 𝑅𝑅𝑃𝑃2 = ∑ ∑ 𝑝𝑝𝑖𝑖𝑗𝑗𝐿𝐿−1

𝑗𝑗=𝑛𝑛+1
𝐿𝐿−1
𝑖𝑖=𝑚𝑚+1 , respectively. A small 

difference in the gray level pixel yields great 2D entropy. If the 2D entropy is large, then the gray-

level distribution within a class is assumed to be more uniform. This work attempts to maximize 

the 2D entropy of the target along with its background classes to achieve segmentation. The 

complete flow diagram is shown in Fig. 3. The BCO intends to resolve maximization problems. 

Hence, its objective function is maximized as the reciprocal of (�̇�𝑚, �̇�𝑛).  The complete pseudocode of 

the proposed BCO is presented below.  

Input: Pre-processed images as the number of source of bee 𝑁𝑁𝑁𝑁, the size of the population is given 

as 𝐷𝐷. The solution’s dimension is 𝐷𝐷. The count of the honey-collecting and observation bees are set 

as initial iterations with Cycle = 1 whose maximum value is 𝑀𝑀𝑀𝑀 

Begin 

Initialize the parameters pertaining to the population. Eliminate solution as well as upper 

bound of iterations 𝑀𝑀𝑀𝑀. 

Assessing 𝑥𝑥𝑖𝑖𝑗𝑗, (𝑖𝑖 = 1,2, … ,𝑁𝑁𝑁𝑁, 𝑗𝑗 = 1,2, … ,𝐷𝐷) 𝑙𝑙𝑡𝑡 Cycle = 0, limit = 0. 

Do  

// honey collecting bees  

For the value i =1 to 𝑁𝑁𝑁𝑁 then do 

generate the new solution  

𝑋𝑋𝑖𝑖 = 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛 + 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛(0,1)(𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) and 𝑓𝑓𝑖𝑖𝑡𝑡𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 = 𝑓𝑓(𝑋𝑋𝑖𝑖) 

Evaluate 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛). 

If (𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛 + 1)was superior to 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛)) 

 replace  by 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛) by 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛 + 1) 

Else 

Increase the iteration number by 1 
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End If 

End For 

Record  the optimal or best solution 𝑋𝑋𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠. 
//observation bees  

For the value  𝑖𝑖 = 1 to 𝑁𝑁𝑁𝑁 

If the condition (rand < 𝑅𝑅𝑃𝑃𝑖𝑖) holds 

Generate the new solution  

𝑋𝑋𝑖𝑖𝑗𝑗(𝑛𝑛 + 1) = 𝑋𝑋𝑖𝑖𝑗𝑗(𝑛𝑛) + 𝔰𝔰𝔰𝔰 ⊗ 𝐿𝐿𝑅𝑅𝑣𝑣𝑙𝑙(𝜆𝜆),  

// 𝔰𝔰𝔰𝔰 = 0.01 is the amount of the step control and 1 < 𝜆𝜆 ≤ 3 

Evaluate 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛). 

If (𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛 + 1) was superior to 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛)) 

replace 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛) by 𝑥𝑥𝑖𝑖𝑗𝑗(𝑛𝑛 + 1). 

else 

Increase the iteration number by 1 

End If 

End For 

// scout bees 

For the value  𝑖𝑖 = 1 to NS 

 If (iteration ≥ MC) 

 Discard solution, 𝑅𝑅𝑝𝑝𝑖𝑖. This can be employed to get a new solution. 

𝑅𝑅𝑝𝑝𝑖𝑖 = 𝑓𝑓𝑖𝑖𝑠𝑠𝑛𝑛𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖
∑ 𝑓𝑓𝑖𝑖𝑠𝑠𝑛𝑛𝑏𝑏𝑠𝑠𝑠𝑠𝑛𝑛
𝑁𝑁𝑁𝑁/2
𝑛𝑛=1

//where 𝑓𝑓𝑖𝑖𝑡𝑡𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖   is the fitness of food sources.   

End If 

End For 

Record the best solution 𝑋𝑋𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠  till now, MC = MC + 1. 

Through the obtained wo-dimensional entropy threshold for segmentation 

Until MC is reached 

End. 

Assigning the present but optimal value as well as depending on the relationship among the 

populations, the algorithm improves convergence speed. Adoption of a new fitness assessment and 

integration with 2D entropy-based multi-threshold segmentation, the proposed modified BCO tests 

the threshold segmentation. 
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Figure 3: Flow diagram of BCO for segmentation 

 

The feature vector (𝑥𝑥𝑖𝑖) of 𝑖𝑖-th pixel of every image is mentioned as 𝑙𝑙𝑖𝑖. This is in accordance 

with the corresponding pixel of the ground truth image, mentioned as [10].  

𝑥𝑥𝑖𝑖 = (𝑥𝑥1, … , 𝑥𝑥𝑘𝑘) (6), 

𝑙𝑙𝑖𝑖 = (𝑙𝑙1, … , 𝑙𝑙𝑘𝑘) (7), 

The term  𝑥𝑥𝑖𝑖 represents Hue, Saturation, and Value (HSV) of i-th pixel of the image. The 

value 𝑘𝑘 = 954486 indicates the count of pixels in the image. The MCNN model forms the feature 

vectors (𝑥𝑥) along with its labels 𝑙𝑙 . The computed label of the pixel in the image is given rooted in 

MCNN learning.   

3.3 Modified Convolutional Neural Network for Autonomous Robotic 
Position Control 

The proposed work partitions the input data as testing and training sets. During the training 

phase, the model consumes the already processed images. Whereas in the testing phase, the model 

evaluates the classifiers by validating them on the testing set. The model labels the image as 
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normal or an attack. In order to develop an MCNN-based intrusion model takes each labeled data 

into 13×6 size images because each data contains 29 features except the ‘Label’ feature which is 

used for image classification. MCNN is primarily construed with RPN along with stochastic max 

pooling. A more simplified VGG16 is used for feature extraction. The RPN finds if candidate box if 

the image comprises the target. The primary aim of MCNN is object detection. The structure of 

MCNN is portrayed in Fig.4. 

To extract the feature figure a fundamental feature extraction network is employed that 

delves HSV features from the image. The VGG16’s fully connected layer is eliminated, and 

stochastic max pooling is chosen to extract the basic features. This version of VGG16 based feature 

extraction network has convolution along with a stochastic max pooling layer augmented with it. 

These features cannot be delineated as just primitive features like color and shape. As a matter of 

fact, the feature law remains unclear. Therefore, isolating the tip along with its types demands 

much more advanced abstract features. The convolution operations must ensure that overall image 

features are not overlooked. Also, the network depth must meet the requirements of finding 

abstract features. Hence, the complete network increases the depth of the underlying network 

which eventually improves the learning as stacking multiple 3×3 convolution kernels will definitely 

enhance the efficacy.  To combat over-fitting as well as to improve generalization, stochastic max 

pooling is applied to all pooling layers. The dimensions of the image namely the length and width, 

are decreased to half after every pooling layer.  This results in the formation of smaller yet 

concentrated and abstract feature images.   

 

 
Figure 4: The overall structure of MCNN. 

3.3.1 Convolution Layer 

In this layer, each neuron is connected to the local receptive field of the previous layer. The 

local features are obtained by the convolution process. The complete convolution can be given as: 
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𝑥𝑥𝑗𝑗
𝑙𝑙𝑚𝑚𝑙𝑙𝑏𝑏𝑟𝑟 = 𝑓𝑓 �∑ 𝑥𝑥𝑖𝑖

𝑙𝑙𝑚𝑚𝑙𝑙𝑏𝑏𝑟𝑟−1 × 𝑘𝑘𝑅𝑅𝑙𝑙𝑖𝑖𝑗𝑗
𝑙𝑙𝑚𝑚𝑙𝑙𝑏𝑏𝑟𝑟 + 𝑃𝑃𝑖𝑖𝑙𝑙𝑅𝑅𝑗𝑗

𝑙𝑙𝑚𝑚𝑙𝑙𝑏𝑏𝑟𝑟
𝑖𝑖∈𝑅𝑅𝐹𝐹𝑖𝑖 � (8). 

The 𝑙𝑙𝑙𝑙𝑙𝑙𝑅𝑅𝑙𝑙  indicates the serial number and 𝑘𝑘𝑅𝑅𝑙𝑙 represents the convolutional kernel. The 

receptive field is represented as  𝑅𝑅𝐹𝐹𝑗𝑗.  

3.3.2 Stochastic Max Pooling 

This ranks all receptive field values and randomly selects top-n values. This method is 

different from the conventional average, max and stochastic pooling strategies. This is actually a 

combination of max and stochastic pooling. As an initial step define 3 generic pooling strategies. 

Max pooling, yields the maximum value pertaining to each receptive field and is given as 

𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 = max(𝑅𝑅𝐹𝐹) (9), 

The term 𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚  is pooled maximum value while 𝑅𝑅𝐹𝐹 represents the values of the receptive 

field. The average pooling operates by computing the mean of all values in the receptive field and is 

given as:   

𝑙𝑙𝑚𝑚𝑎𝑎𝑎𝑎 = mean(𝑅𝑅𝐹𝐹) (10), 

The value 𝑙𝑙𝑚𝑚𝑎𝑎𝑎𝑎 is the outcome of average pooling. Generally, the stochastic pooling chooses a 

value from the receptive field with some probability (𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖  ) at value (𝑣𝑣𝑖𝑖 )at position (𝑖𝑖) and is given 

as:   

𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖 = 𝑎𝑎𝑖𝑖
∑ 𝑎𝑎𝑘𝑘𝑘𝑘∈𝑅𝑅𝑅𝑅

 (11), 

The common stochastic pooling is given as:   

𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝑚𝑚𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 = 𝑣𝑣𝑙𝑙, where 𝑙𝑙~𝑃𝑃𝑙𝑙𝑃𝑃(𝑝𝑝𝑙𝑙𝑃𝑃1, … , 𝑝𝑝𝑟𝑟𝑏𝑏𝑙𝑙) ) (12),  

The term 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝑚𝑚𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 gives stochastic pooling. Here, the pooling result is chosen from top-n 

values. 

3.3.3 Region Proposal Network (RPN) Model 

The input image is transformed into a feature map by subjecting it to the fore-mentioned 

basic feature extraction network. This feature map is scanned by using a 3 × 3 sliding window. The 

eigenvector of size 512 will be generated after every scan. This is then sent to fully connected 

layers. After this, 2k as well as 4k convolution kernels each of size 1 × 1 are employed to perform 

feature mapping of both classifications as well as regression layers with a step size of 1. This anchor 

point forms the pivotal sliding window point. Every sliding window forms 9 prediction windows 

with 3 kinds of size ratios and length: width ratios of 1:1, 1:2 as well as 2:1. The value k indicates 

the maximum number of prediction windows. Hence 𝑘𝑘 is fixed as 9. These windows must be 

discarded and then selected. The prediction window that falls beyond the boundary of the image 

will be discarded. The original label box of input data along with the remaining prediction boxes is 
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used to estimate the ratio of overlapping elements. The prediction box that has an overlap ratio 

within the range [0.3, 0.7] will be eventually discarded.  

3.3.4 MCNN and RPN 

The network under study is trained by employing an alternating training method.  Since the 

model has scanty data, it will not be advisable to start the training from the scratch. Therefore, 

initialization is done using ImageNet parameters. The RPN is trained individually to form a 

suggestion box. The parameters of this network were adjusted from end to end. The training data is 

trained by MCNN detection, from which the suggestion boxes are eventually generated by fore 

mentioned RPN. The MFCNN initializes the RPN based on fixed but shared convolutional layers. 

The RPN outputs the candidate box that was used earlier used as an input to modify the parameters 

of MFCNN. The global loss (𝐺𝐺𝐿𝐿) is estimated as:  

𝐺𝐺𝐿𝐿(𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖, 𝑙𝑙𝑝𝑝𝑖𝑖) = 1
𝑁𝑁𝑐𝑐
∑ 𝐺𝐺𝐿𝐿𝑠𝑠(𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖 ,𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗) + 𝜆𝜆 1

𝑁𝑁𝑟𝑟
∑ 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗𝐺𝐺𝐿𝐿𝑟𝑟(𝑙𝑙𝑝𝑝𝑖𝑖 ,𝑙𝑙𝑝𝑝𝑖𝑖∗)𝑖𝑖𝑖𝑖   (13). 

𝐺𝐺𝐿𝐿𝑠𝑠(𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖, 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗) = − log[𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖 + (1 − 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗)(1 − 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖)] (14). 

𝐺𝐺𝐿𝐿𝑟𝑟(𝑙𝑙𝑝𝑝𝑖𝑖 , 𝑙𝑙𝑝𝑝𝑖𝑖∗) = 𝑅𝑅𝑚𝑚𝑠𝑠𝑠𝑠𝑡𝑡ℎ 𝐿𝐿1(𝑙𝑙𝑝𝑝𝑖𝑖 , 𝑙𝑙𝑝𝑝𝑖𝑖∗) (15). 

The term 𝑖𝑖 holds an integer value. 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖  is the likelihood that 𝑖𝑖-th candidate detection box is 

rightly predicted to be the target. Also, the 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗ gives an indication value that correlates to 𝑖𝑖-th 

candidate detection box. If the same candidate detection is the underlying target object then the 

value of 𝑃𝑃𝑙𝑙𝑠𝑠𝑃𝑃𝑖𝑖∗ is maintained as 1. If the same is a background, then 𝑃𝑃𝑙𝑙𝑃𝑃𝑖𝑖∗ assumes the value of 0. 

The term 𝑙𝑙𝑝𝑝𝑖𝑖 = {𝑙𝑙𝑝𝑝𝑥𝑥, 𝑙𝑙𝑝𝑝𝑙𝑙, 𝑙𝑙𝑝𝑝𝑎𝑎, 𝑙𝑙𝑝𝑝ℎ} gives 4 parameterized coordinate vectors pertaining to the 

detection box. Whereas 𝑙𝑙𝑝𝑝𝑖𝑖∗ {𝑙𝑙𝑝𝑝𝑥𝑥 ,𝑙𝑙𝑝𝑝𝑙𝑙 ,𝑙𝑙𝑝𝑝𝑎𝑎 ,𝑙𝑙𝑝𝑝ℎ} represents the coordinate vector of the tipping 

point that corresponds to the calibration box. The value 𝐺𝐺𝐿𝐿𝑠𝑠(𝑃𝑃𝑙𝑙𝑠𝑠𝑃𝑃𝑖𝑖,𝑃𝑃𝑙𝑙𝑠𝑠𝑃𝑃𝑖𝑖∗) refers to the loss during 

classification while  𝐺𝐺𝐿𝐿𝑟𝑟(𝑙𝑙𝑝𝑝𝑖𝑖 ,𝑙𝑙𝑝𝑝𝑖𝑖∗) is the regression loss. The value 𝑁𝑁𝑠𝑠  expresses the value when the 

normalized value of the underlying classified item adheres to the min batch. The value 𝑁𝑁𝑟𝑟 is the 

regression term that is eventually normalized to the count of tip positions, especially in eye surgery 

robots. The above-mentioned micropipette is advanced autonomously with a finite but constant 

velocity. This system moves the robot by estimating the distance between the micropipette tip and 

its corresponding shadow. The robot stops its movement when the estimated distance is less than 

or equal to a predefined threshold. This threshold can sometimes be roughly zero. This often occurs 

when the estimation of tip positions of the micropipette is accurate. 

3.3.5 The Automatic Tip Position Estimation 

The real-time image is processed, to find the tip as well as its shadow by subjecting it to 

MCNN. The present tip position is transferred to the control PC. This micropipette was managed 

and controlled to be accurately placed at an already well-defined target in microscopic view 

through the famous visual serving [23]. Consequently, the robot advances toward the eye ground 

till the gap between the tips of the micropipette and its corresponding shadow declines below a 
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predefined threshold level. The term 𝑙𝑙𝑝𝑝𝑠𝑠𝑚𝑚𝑟𝑟𝑎𝑎𝑏𝑏𝑠𝑠 in the already defined microscopic image with 

velocity given as 

𝑙𝑙�̇�𝑝𝑠𝑠𝑚𝑚𝑟𝑟𝑎𝑎𝑏𝑏𝑠𝑠 = 𝛾𝛾𝐽𝐽+�𝑙𝑙𝑝𝑝𝑠𝑠𝑚𝑚𝑟𝑟𝑎𝑎𝑏𝑏𝑠𝑠 − 𝑙𝑙𝑝𝑝𝑠𝑠� (16), 

The term 𝛾𝛾 is control gain and  𝑙𝑙𝑝𝑝𝑠𝑠𝑚𝑚𝑟𝑟𝑎𝑎𝑏𝑏𝑠𝑠 is the image feature of the target position obtained 

from the micropipette. The 𝑙𝑙𝑝𝑝𝑠𝑠 is an image feature of the pertaining robotic position. 𝑡𝑡 refers to the 

timestamp.  The so observed micropipette progressed automatically with fixed velocity. The system 

under study moves the robot. It also calculates the magnitude of the distance between the 

micropipette tip and its corresponding shadow. The robot stops moving when the distance is less 

than or equal to an already defined threshold. This threshold can even be roughly zero when high 

accuracy is reached.   

4 Results and Discussion 
The experiment to assess the learning data is done with 5-fold cross-validation [10].  Five 

pairs of images with ground-truth data are used by altering the positions as well as the strength of 

the light.  As a part of the experiment, halogen light is employed for illuminating the micropipette. 

A customized force sensor is positioned under the eye ground to find the contact of the 

micropipette’s tip. Next, 4 pairs of microscopic images along with the ground truth of Experiment I 

are employed as learning data for the so-developed MCNN. The target in the image was fixed by 

selecting the corresponding pixel. The proposed methodology MCNN is compared with the existing 

method of GMM [10] and Dense CNN [11] with the performance metrics of detection accuracy, 

recall, f-measure and precision. 

4.1 Evaluation Metrics: 
The equations of the evaluation metrics are given as:   

Precision = TP
TP+FP

× 100 (17). 

Recall = TP
TP+FN

× 100 (18) 

F − measure = 2 ∗ �recall∗precision
recall+precision

� (19) 

Accuracy = TP+TN
TP+FP+TN+FN

× 100 (20) 

 

The term TP indicates True Positive while FP refers to False Positives. The True Negative is 

indicated as TN whereas False Negative is denoted by FN. 

4.2 Precision Rate Comparison 
The accuracy of suggested and current models for the number of features in a given database 

is shown in Fig. 5. While the number of characteristics grows, the corresponding precision also 

increases. For instance, the MFCNN offers 94% more precision than the GMM and Dense CNN. This 

is so that the MFCNN can find a relatively better-sorted collection of input within a given period of 
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time without requiring high-dimensional features or derived factors. The proposed method was 

able to attain improved results since the dataset possesses images with high dimensions. The 

system can effectively handle as well as enhance the positioning of the tip during eye surgery. 

 
Figure 5: Result of Precision 

4.3 Recall Rate Comparison 
The recall of proposed and existing models for the number of characteristics in a particular 

database is shown in Fig. 6. Recall is maximized as the number of features increases. Comparing the 

MFCNN to the GMM and Dense CNN, for instance, a recall of 92% is achieved. This is due to the 

fact that the BCO reduces the calculation time of the resulting factors, allowing for the precise 

segmentation of three regions for subsequent MCNN-based tip position determination. The 

proposed DL algorithms show supreme results in detecting the tip positions of the underlying eye 

surgery robot.  

 
Figure 6: Result of Recall 
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4.4 F-Measure Rate Comparison 
 

 
Figure 7: Result of F-measure 

The f-measure of proposed and current models for the number of features in a specific 

database is shown in Fig. 7. The f-measure is maximized while the number of features is 

maximized. The MFCNN, for instance, has an f-measure of 96% when compared to all other models. 

EGF algorithm has been applied for eliminating the noise, thus improving image quality. Therefore, 

the further processing, memory requirement, and time complexity can be reduced by MCNN with 

the advantage of automatic HSV feature extraction, especially for automatic and autonomous 

positioning of the robot.   

4.5 Accuracy Comparison 

 
Figure 8: Result of Accuracy 
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Fig.8 shows the comparison of accuracy between the proposed and existing models. The 

MFCNN shortens processing time while improving accuracy. Since the MFCNN requires a small 

number of derived factors during pre-processing, it achieves an accuracy of 99.56% when compared 

to all other models. The BCO method was considered to segment the three regions with optimal 

threshold vector and hence the proposed system improved the effectiveness of detecting the 

position of the tip of the micropipette. 

5 Conclusion 
The proposed work focuses on the development of safe, reliable and autonomous positioning 

of the micropipette by exploring its shadow. The scope of this work can be found in the 

autonomous cannulation of blood vessels in the retina. The experiment pertaining to the proposed 

work assesses the accuracy as well as the success rate of the autonomous positioning of the 

micropipette. The success rate of 99.56% is achieved when the micropipette is positioned at a mean 

height of 1.37 mm. The proposed DL method namely the MCNN aids in the improvement of the 

position of the tip of micropipette tips and their shadow. Assessing the performance of this method 

in a clinically realistic environment is also discussed. The nature-inspired BCO-motivated 

segmentation as well as EFG based pre-processing adds to the accurate detection. Nevertheless, 

this model has a few limitations like more computation time that serves as a potential future 

research direction. Construction of DL models for reducing the computational time demands 

deciding the parameters and hyperparameters. Hyperparameter tuning is one of the attractive 

research scopes pertaining to the deployment of DL models in predicting the positions of pits.  

6 Availability of Data and Material 
Data can be made available by contacting the corresponding author. 
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